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Abstract

Over the last years, a huge number of things has been connected to the Internet to support applications for smart cities, smart
industries, smart agriculture and smart environment, etc. In order to fix bugs, update features or perform dynamic adaptations on
these things, efficient Firmware Update Over the Air (FUOTA) methods are required. In this paper, we propose a modular-based
approach for the development of firmware of MCU-based IoT devices, and a new FUOTA method for devices communicating
using LoRaWAN. This method enables partial and dynamic updates of modules forming the device firmware, and does not require
a system reboot to apply these updates. This approach and this method have been implemented on STM32 MCUs. The experi-
mental results show good performance in terms of update size and network traffic compared to the traditional FUOTA method and
monolithic-based firmware development approach, which both impose full firmware updates.
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1. Introduction

With their capabilities of providing long-range and energy efficient communications (up to 50 km in rural zones and
10 km in urban zones [2]), Low Power Wide Area Networks (LPWANs) have emerged in recent years as networks
for the Internet of Things (IoT) applied to various domains, such as smart agriculture, smart transportation, smart
cities, environmental monitoring. Among existing standards for LPWANs, one of the most popular technologies is
Long Range (LoRa). LoRa only defines the protocol for the physical layer, allowing to support different protocols
on this layer. Long Range Wide Area Network (LoRaWAN) is a star-topology network protocol based on LoRa and
specified by the LoRa Alliance. An IoT system relying on LoRa/LoRaWAN is composed of end devices (e.g. sensors,
tracking devices), LoRaWAN gateways and a network server. Gateways are connected to the Internet. They forward
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to the network server the packets they receive from the end devices, and reversely they forward to the end devices
the packets they receive from the network server. The network server filters the duplicate packets, performs security
checks and sends acknowledgments to the gateways.

When keeping up to date end devices in such an IoT system (i.e. to apply bug fixes, feature updates and performance
optimizations for instance) without physical interventions, Firmware Update Over the Air (FUOTA) methods are
essential. Several works have considered FUOTA methods in LPWAN networks [10, 11, 1, 6, 9], but most of them
require an entire firmware update and a system reboot to apply the new firmware, which may not be suitable in some
critical IoT applications, such as healthcare, autonomous vehicles or warning systems.

In order to facilitate the development of the firmware of LoRaWAN MCU-based end devices and their updates, we
propose in this paper both a new module-based firmware design approach, and a new FUOTA method that supports
partial and incremental firmware updates without requiring a system reboot, thanks to dynamic module loading and
linking techniques. Allowing to update only the modules that are needed makes it possible to reduce the size of the
updates, the network load and the energy consumption of end devices, while accelerating the update process itself.
Moreover, with this approach, some parts of the code can be sped up by copying and executing the modules in RAM
instead of in flash memory.

In this paper, we also present a concrete implementation of our approach. It consists in a minimal system (called
“micro-system” in the paper) for STM32 M-Cortex end devices, these end devices being included in an IoT network
architecture composed also of LoRaWAN gateways connected to The Things Network (TTN) platform1, and an update
server. This server ensures the fragmentation of the firmware modules in several pieces of code so that they can be
embedded as payload in LoRaWAN packets. Fragments are uploaded on the TTN platform using the Message Queuing
Telemetry Transport (MQTT) protocol so as to be transmitted to end devices. Experimental results obtained on a small
testbed show that our proposition reduces the update size and the network traffic up to 17 times compared with the
traditional monolithic approach.

The rest of this paper is organized as follows. Section 2 presents other works on FUOTA methods that leverages
dynamic code loading and linking techniques or relying on LPWAN technologies. Sections 3 and 4 respectively
detail the firmware modular design approach and the new FUOTA method we propose, and how they are currently
implemented in a fully functional IoT system. Section 5 presents the evaluation results of this system. Section 6
summarizes our contribution and proposes future works.

2. Related work

Modular programming and dynamic linking techniques for sensor nodes have been investigated in limited number
of works so far. In [3], Dunkels et al. (2006) present a run-time dynamic linker and loader for ELF (Executable
and Linkable Format) and Compact ELF files that facilitate the reprogramming of wireless sensor nodes running on
Contiki [4], an operating system for resource-constrained IoT devices. Dynamic linking techniques in Contiki are
nevertheless limited as they rely on a strict binding model and on a static symbol table that contains all global symbols
in the Contiki system. The symbol table is generated before deployment and cannot be extended afterward. Dynamic
TinyOS [7] partially overcomes this problem by replacing the static symbol table by a dynamic symbol table that
can be extended. In Contiki and Dynamic TinyOS, additions and updates are nevertheless restricted to the application
level. In [8], Ruckerbusch et al. (2016) go a step further by proposing a generic extension that supports dynamic
application and network level upgrades. They also describe an implementation and an evaluation of this extension in
Contiki. In order not to resort to relocation tables that produce a runtime and memory overhead when loading modules,
the SOS operating system [5], that mainly supports 8-bit devices, uses pieces of code that are compiled as position
independent code, thus allowing to be executed from any address in memory. Such an approach is, in our opinion,
the way to follow to enable the development of firmware composed of off-the-shelf modules and to perform dynamic
Over-The-Air (OTA) updates. Except [7], the aforementioned works do not couple these modular programming and
dynamic linking techniques with an OTA update process.

1 https://www.thethingsnetwork.org/
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updates, the network load and the energy consumption of end devices, while accelerating the update process itself.
Moreover, with this approach, some parts of the code can be sped up by copying and executing the modules in RAM
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In this paper, we also present a concrete implementation of our approach. It consists in a minimal system (called
“micro-system” in the paper) for STM32 M-Cortex end devices, these end devices being included in an IoT network
architecture composed also of LoRaWAN gateways connected to The Things Network (TTN) platform1, and an update
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There is a limited number of research works investigating FUOTA in LPWANs. Recently, the LoRa Alliance has
released FUOTA protocols based on the LoRaWAN specifications [10]. However, these protocols come with some
limitations in terms of energy efficiency and transmission reliability [11]. In order to secure the firmware update,
Anastasiou et al. (2020) proposed in [1] a blockchain-based framework, while in [6] the authors address these issues
with a mechanism relying on an Adaptive Data Rate algorithm that enhances the speed, reliability and security of the
update process. In general, these works perform a full image replacement, which requires to allocate at least three
partitions in memory to store the active firmware, the downloaded firmware and a boot program. Nodes must remain
awake to receive the entire firmware, resulting in huge energy consumption for power-constrained LoRaWAN nodes.
Nodes must also reboot after having installed the new firmware, introducing interruptions in the collection, processing
and transfer of data, which may not be suitable for some IoT systems. To perform incremental updates of end devices
in LoRaWAN networks, the work presented in [11] uses a differencing algorithm that aims to calculate a patch based
on differences between the old and the new versions of the firmware. Instead of transmitting a new full firmware, the
patch is distributed, thus reducing the amount of data needed to be transferred. It must be noticed that this method
requires an additional memory region compared to full image updates to store the patch. In some cases, the huge
difference between the modified and the active image produces a large patch. Again, a system reboot is needed to
activate the updated firmware.

3. Dynamic module-based FUOTA approach

3.1. Overview

In order to overcome the shortcomings mentioned in the previous section, we propose an approach based on two
pillars. The first one concerns the architecture of the software embedded on the end device: the monolithic firmware
is replaced by a module-based software controlled by a micro-system. The second pillar is a novel FUOTA method
that takes benefit from the splitting of the firmware into modules, and that has been implemented in a proof-of-
concept Firmware Update Server (FUS) integrated in an usual LoRaWAN architecture, as depicted in Figure 2. In this
architecture, end devices are embedded IoT components that come with a LoRa radio transceiver to reach gateways.
LoRaWAN gateways listen to all channels and spreading factors at the same time. When a LoRa frame is received,
the packet is processed before being transmitted over Internet to the LoRaWAN server that has been configured to be
compatible with the gateways beforehand. The LoRaWAN server is responsible for receiving the messages transmitted
by the gateways, removing duplicate packets and performing the authentication and encryption process. The FUS is
responsible for producing the firmware updates and sending them to the end devices, via the LoRaWAN server. Our
contribution on the module design and the associated update mechanism is detailed hereafter.

3.2. Module-based approach

In our approach, the code of the firmware that must be deployed on the end devices is divided into multiple
smaller dynamically-loadable modules, which can be independently created, modified, replaced, or exchanged with
other modules or between different systems. As illustrated on Figure 1a, these modules are installed together with the
micro-system on the devices. The micro-system consists of 1) a Bootstrapper (BS) for installing the main module of
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the system, 2) a Dynamic Linker (DL) for loading/unloading modules in an on-demand manner and resolving symbol
references at run-time, 3) a Module Manager (MM) to globally control the operations on modules, 4) a Memory
Allocator (MA) designed to optimize the memory usage, and 5) device drivers and additional libraries. A loadable
module contains the native machine code of the program that is to be loaded into the system. The code usually
contains symbol references that must be resolved to the physical address of the functions and variables before the
execution. Unlike a pre-linked module which contains the absolute physical addresses of the referenced symbols and
performed at compile time, in our approach, a module is self-contained and dynamically linked, in the sense that it
maintains a symbol table consisting of all the system core functions and non-static variables that are referenced to in
the module [3]. The linking process is done when the module is loaded at run-time by the dynamic linker. The module’s
.code and .data sections follow the symbol table as shown in Figure 1b. Modules also include additional metadata
that specify the module’s name, version, etc. The metadata, which are used only for the identification, verification
and version management of the module, are removed before the module is loaded. Such a modular firmware design
approach may open up a future market of reusable off-the-shelf modules, thus reducing the time and the cost to develop
and maintain IoT systems.

Usually, microcontroller units (MCUs) embed a flash memory, which is dedicated to store the image of the entire
firmware. The memory layout of devices is presented in Figure 1c. Here, our design requires to separate the flash
memory into two sections. The first one is used for the micro-system, including additional libraries and drivers. The
second one is dedicated to loadable modules, containing the main module and functional modules for specific tasks.
Note that the way these components should be actually allocated strongly depends on the memory organization of
the MCU. Hence it should be carefully chosen in order to avoid conflicts between them, conflicts that might lead to
unexpected states. The DL enables modules to be loaded at run-time in two different ways. By default, modules are
loaded and executed directly in flash memory by copying only the .data section into RAM, which improves the RAM
usage. Alternatively, the entire module may be copied and executed in RAM instead of in flash memory (especially for
small modules), thereby accelerating the execution of one or more performance-critical sections of the application. In
order to specify which module should be entirely copied in RAM, the programmer can load a specific module called
“configuration module”, that contains configuration properties, such as the name of the modules that must be entirely
loaded by the MM of the micro-system in the RAM. The MM also ensures on-demand loading/unloading modules so
as to make it possible to dynamically disable some specific functionalities when they are not used, which may improve
memory allocation.
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3.3. FUOTA method

We propose a new FUOTA method for module-based firmware on end devices communicating in LoRaWAN
networks. The system design is driven by following features:

• Dynamic update. The FUOTA strategy is ensured without rebooting the system.
• Low flash memory footprint. The FUOTA method is performed module by module, so that end devices avoid

allocating an additional partition in flash memory to store the entire downloaded firmware.
• Size and network efficiency. Only modified sections need to be transmitted over LoRaWAN instead of the entire

firmware, which tends to reduce the size of the update and optimizes the network load.

LoRaWAN end devices support a modular architecture, with the capability of loading, replacing and executing
independent modules. In terms of software updates, this enables some modifications in a single module to be down-
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smaller dynamically-loadable modules, which can be independently created, modified, replaced, or exchanged with
other modules or between different systems. As illustrated on Figure 1a, these modules are installed together with the
micro-system on the devices. The micro-system consists of 1) a Bootstrapper (BS) for installing the main module of
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the system, 2) a Dynamic Linker (DL) for loading/unloading modules in an on-demand manner and resolving symbol
references at run-time, 3) a Module Manager (MM) to globally control the operations on modules, 4) a Memory
Allocator (MA) designed to optimize the memory usage, and 5) device drivers and additional libraries. A loadable
module contains the native machine code of the program that is to be loaded into the system. The code usually
contains symbol references that must be resolved to the physical address of the functions and variables before the
execution. Unlike a pre-linked module which contains the absolute physical addresses of the referenced symbols and
performed at compile time, in our approach, a module is self-contained and dynamically linked, in the sense that it
maintains a symbol table consisting of all the system core functions and non-static variables that are referenced to in
the module [3]. The linking process is done when the module is loaded at run-time by the dynamic linker. The module’s
.code and .data sections follow the symbol table as shown in Figure 1b. Modules also include additional metadata
that specify the module’s name, version, etc. The metadata, which are used only for the identification, verification
and version management of the module, are removed before the module is loaded. Such a modular firmware design
approach may open up a future market of reusable off-the-shelf modules, thus reducing the time and the cost to develop
and maintain IoT systems.

Usually, microcontroller units (MCUs) embed a flash memory, which is dedicated to store the image of the entire
firmware. The memory layout of devices is presented in Figure 1c. Here, our design requires to separate the flash
memory into two sections. The first one is used for the micro-system, including additional libraries and drivers. The
second one is dedicated to loadable modules, containing the main module and functional modules for specific tasks.
Note that the way these components should be actually allocated strongly depends on the memory organization of
the MCU. Hence it should be carefully chosen in order to avoid conflicts between them, conflicts that might lead to
unexpected states. The DL enables modules to be loaded at run-time in two different ways. By default, modules are
loaded and executed directly in flash memory by copying only the .data section into RAM, which improves the RAM
usage. Alternatively, the entire module may be copied and executed in RAM instead of in flash memory (especially for
small modules), thereby accelerating the execution of one or more performance-critical sections of the application. In
order to specify which module should be entirely copied in RAM, the programmer can load a specific module called
“configuration module”, that contains configuration properties, such as the name of the modules that must be entirely
loaded by the MM of the micro-system in the RAM. The MM also ensures on-demand loading/unloading modules so
as to make it possible to dynamically disable some specific functionalities when they are not used, which may improve
memory allocation.
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3.3. FUOTA method

We propose a new FUOTA method for module-based firmware on end devices communicating in LoRaWAN
networks. The system design is driven by following features:

• Dynamic update. The FUOTA strategy is ensured without rebooting the system.
• Low flash memory footprint. The FUOTA method is performed module by module, so that end devices avoid

allocating an additional partition in flash memory to store the entire downloaded firmware.
• Size and network efficiency. Only modified sections need to be transmitted over LoRaWAN instead of the entire

firmware, which tends to reduce the size of the update and optimizes the network load.

LoRaWAN end devices support a modular architecture, with the capability of loading, replacing and executing
independent modules. In terms of software updates, this enables some modifications in a single module to be down-
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loaded and installed silently without disturbing other parts of the system. By adopting a dynamic linking technique in
FUOTA methods, dynamic modifications can be applied without the necessity of a system reboot.

The Firmware Update Server (FUS) is designed as an “external connector” to the LoRaWAN server. It generates
module images, collects/transmits data from/to the LoRaWAN server, and manages a set of module versions. The
general design of the FUS is described in Figure 3. It is composed of a dedicated dynamic linker that is in charge of
generating the module images from C source files and an update agent that is responsible for fragmenting, packaging
and transmitting the module binaries. As modules contain a software code (i.e., a set of functions and procedures) that
performs specific operations, such as reading data from a sensor or encrypting data, they can be compiled once and
reused for different applications and different end devices. Our FUS server thus does not compile a module from its C
files if a binary version of this module already exists. The binary module is directly passed to the update agent so as to
be subsequently fragmented into several portions (fragmentation phase). Fragments are then packaged by appending
various additional information to identify them (packaging phase) before being disseminated to reach end devices.

- - - - - - - - - - - - - - - - -

End device FUS
Request to update

Ready to update

Port 101

Fragment 1/n

Fragment 2/n

Fragment n/n

Assemble fragments

Unload old module

Load updated module

Fig. 4: FUOTA working principle

The main principle of the proposed FUOTA method is presented in Figure 4. On
the FUS side, when some modifications are applied by the programmer to the source
code of one or more modules, new binary images are generated. A request-to-update
is transmitted to the end devices. Port 101 is reserved for firmware update purposes in
LoRaWAN networks. The end devices verify the request and disseminate a ready-to-
update signal. The FUS ensures the fragmentation of the firmware modules in several
pieces of code so they can be embedded as payload in LoRaWAN packets. The frag-
ment size is to be defined beforehand, which should strictly comply the LoRaWAN
regulations. The ready-to-update message emitted by an end device implicitly requests
all the fragments from the FUS. After having received all the fragments, the end de-
vice assembles them in a buffer, and removes the header data that are no longer useful.
The old module image is replaced by the content of this buffer (i.e, the new module),
followed by a process of unloading and reloading the module. A transmission error
is detected by the end device when the sequence number of the fragment is not as
expected, or when the checksum of a fragment is not correct. In this case a request
to retransmit the fragment is sent to the FUS. All of these operations are performed
dynamically and seamlessly, without a system reboot. Note that in this paper, we do
not consider dependencies between modules. It is incumbent on the programmer to
ensure that modules are updated in the correct order.

4. Implementation

To justify the feasibility of our approach, we propose a proof of concept operating under practical conditions. It
exploits LoRaWAN end devices based on the STM32WLE5JC chip, a SX1302 868 MHz LoRaWAN gateway and
The Things Network (TTN) platform. It is worth mentioning that even though a specific prototype is implemented
for evaluation purposes, our approach remains compatible with other LoRaWAN network servers such as Actility or
ChirpStack, and other STM32 MCU generations.

The general architecture of the FUOTA method is kept, as shown in Figure 2. We leverage Udynlink2, a dynamic
linker for ARM Cortex-M MCUs, that compiles code into a binary blob that can be loaded and executed at runtime
on the MCU. The end device should be connected directly to the gateway and has the capability of performing the
following functionalities: to handle received events such as a downlink frame or a join request, to process modules in
an on-demand manner and to transmit uplink data for various purposes such as monitoring the temperature, humidity,
or GPS data. On one hand, the gateway communicates with the end devices through the LoRa physical layer to send
uplink messages and receive firmware fragments. On the other hand, it is also connected to the TTN LoRaWAN server
through the Internet Protocol (IP). The LoRaWAN server is responsible for receiving module fragments transmitted
by the FUS, performing the authentication and encryption process before forwarding them to the gateway. The FUS

2 https://github.com/bogdanm/udynlink/
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is composed of a Udynlink compiler to generate modified module images and an update agent being responsible for
processing, transmitting and managing multiple module versions. The protocol used to communicate between the
LoRaWAN server and the FUS is MQTT (Message Queuing Telemetry Transport), which is a lightweight, publish-
subscribe, machine to machine network protocol for message queuing service. TTN exposes a MQTT broker to work
with streaming events. We have implemented two MQTT clients: one is embedded in the LoRaWAN server and one is
integrated into the update agent of the FUS. Typically, binary module images are fragmented, constructed by append-
ing some additional information before being published to the broker through a dedicated topic. The supplementary
data to be added in the beginning of the frame include the sequence number of the current fragment, the total num-
ber of fragments and a checksum, which enable the end device to verify the communication as well as to detect the
final transmission. The LoRaWAN server can subscribe to the topic, listen and forward fragments. The fragment size
depends on the configured data rate and also on the frequency band used in the application. Specifically, the LoRa
frequency 863–870 MHz in Europe allows the payload size to vary between 51 bytes for the slowest data rates, and
222 bytes for higher rates.
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As shown in Figure 5, the STM32WLE5JC MCU embeds 256 kB
of single-bank flash memory, containing 128 pages of 2 kB each. This
memory space is dedicated to storing the micro-system and the load-
able modules (main module and functional modules). Here, we pro-
pose to allocate the first 50 pages (100 kB) for the micro-system and
the last 78 memory blocks (156 kB) for storing module binaries. Again,
the memory allocation strategy depends strongly on the memory orga-
nization defined by the manufacturer as well as the user intention.

5. Evaluation

Several experiments were carried out to evaluate the performance of the proposed prototype and to compare it with
existing solutions. First, we measured the memory requirement of a FUOTA method based on a traditional monolithic
design and on a dynamic module-based approach. Then, we assessed the impact of code changes on the size of the
binary firmware to be updated and on the network load. The LoRaWAN parameters and the system configuration are
listed in Table 1.

Table 1: Experiment parameters

Parameters Value

LoRa frequency band 868 MHz
LoRa spreading factor 7
LoRa bandwidth 125 kHz
LoRa coding rate 4/5
Fragment size 200 bytes

Table 2: Memory consumption between monolith and modular design

Section Flash required (kB) RAM required (kB)

Monolithic
Bootloader 17.96 2.16
Active firmware 18.6 1.54
Downloaded firmware 20 0
Total 56.56 3.7

Modular
Micro-system 14.46 2.13
Modules 11.27 2.78
Total 25.73 4.91

Typically, the IoT device’s firmware is composed of different sections such as application code, core, libraries,
utilities, etc. It is possible to modularize every part of the program, but it is beyond the scope of this work. For our
experiments, considering the fact that changes are mostly envisioned in the application code of an end device, we re-
stricted the changes to the code section. We designed one that is composed of ten function blocks (encryption, wireless
configuration, sensor data collection, etc). Various modifications were applied on this code during our experiments.
For comparison purposes, the modifications are propagated to the end devices first through a monolithic firmware, and
then through a set of modules whose size varies from 0.71 to 1.36 kB. A monolithic-based FUOTA method performs
a full image replacement, and thus requires at least three separate sections in memory to store the active firmware,
the firmware being downloaded, and a bootloader to handle them. Here, we assume that the partition in flash memory
allocated for the downloaded firmware image is slightly larger that the active firmware, in order to accommodate a
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loaded and installed silently without disturbing other parts of the system. By adopting a dynamic linking technique in
FUOTA methods, dynamic modifications can be applied without the necessity of a system reboot.

The Firmware Update Server (FUS) is designed as an “external connector” to the LoRaWAN server. It generates
module images, collects/transmits data from/to the LoRaWAN server, and manages a set of module versions. The
general design of the FUS is described in Figure 3. It is composed of a dedicated dynamic linker that is in charge of
generating the module images from C source files and an update agent that is responsible for fragmenting, packaging
and transmitting the module binaries. As modules contain a software code (i.e., a set of functions and procedures) that
performs specific operations, such as reading data from a sensor or encrypting data, they can be compiled once and
reused for different applications and different end devices. Our FUS server thus does not compile a module from its C
files if a binary version of this module already exists. The binary module is directly passed to the update agent so as to
be subsequently fragmented into several portions (fragmentation phase). Fragments are then packaged by appending
various additional information to identify them (packaging phase) before being disseminated to reach end devices.

- - - - - - - - - - - - - - - - -
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Fig. 4: FUOTA working principle

The main principle of the proposed FUOTA method is presented in Figure 4. On
the FUS side, when some modifications are applied by the programmer to the source
code of one or more modules, new binary images are generated. A request-to-update
is transmitted to the end devices. Port 101 is reserved for firmware update purposes in
LoRaWAN networks. The end devices verify the request and disseminate a ready-to-
update signal. The FUS ensures the fragmentation of the firmware modules in several
pieces of code so they can be embedded as payload in LoRaWAN packets. The frag-
ment size is to be defined beforehand, which should strictly comply the LoRaWAN
regulations. The ready-to-update message emitted by an end device implicitly requests
all the fragments from the FUS. After having received all the fragments, the end de-
vice assembles them in a buffer, and removes the header data that are no longer useful.
The old module image is replaced by the content of this buffer (i.e, the new module),
followed by a process of unloading and reloading the module. A transmission error
is detected by the end device when the sequence number of the fragment is not as
expected, or when the checksum of a fragment is not correct. In this case a request
to retransmit the fragment is sent to the FUS. All of these operations are performed
dynamically and seamlessly, without a system reboot. Note that in this paper, we do
not consider dependencies between modules. It is incumbent on the programmer to
ensure that modules are updated in the correct order.

4. Implementation

To justify the feasibility of our approach, we propose a proof of concept operating under practical conditions. It
exploits LoRaWAN end devices based on the STM32WLE5JC chip, a SX1302 868 MHz LoRaWAN gateway and
The Things Network (TTN) platform. It is worth mentioning that even though a specific prototype is implemented
for evaluation purposes, our approach remains compatible with other LoRaWAN network servers such as Actility or
ChirpStack, and other STM32 MCU generations.

The general architecture of the FUOTA method is kept, as shown in Figure 2. We leverage Udynlink2, a dynamic
linker for ARM Cortex-M MCUs, that compiles code into a binary blob that can be loaded and executed at runtime
on the MCU. The end device should be connected directly to the gateway and has the capability of performing the
following functionalities: to handle received events such as a downlink frame or a join request, to process modules in
an on-demand manner and to transmit uplink data for various purposes such as monitoring the temperature, humidity,
or GPS data. On one hand, the gateway communicates with the end devices through the LoRa physical layer to send
uplink messages and receive firmware fragments. On the other hand, it is also connected to the TTN LoRaWAN server
through the Internet Protocol (IP). The LoRaWAN server is responsible for receiving module fragments transmitted
by the FUS, performing the authentication and encryption process before forwarding them to the gateway. The FUS
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is composed of a Udynlink compiler to generate modified module images and an update agent being responsible for
processing, transmitting and managing multiple module versions. The protocol used to communicate between the
LoRaWAN server and the FUS is MQTT (Message Queuing Telemetry Transport), which is a lightweight, publish-
subscribe, machine to machine network protocol for message queuing service. TTN exposes a MQTT broker to work
with streaming events. We have implemented two MQTT clients: one is embedded in the LoRaWAN server and one is
integrated into the update agent of the FUS. Typically, binary module images are fragmented, constructed by append-
ing some additional information before being published to the broker through a dedicated topic. The supplementary
data to be added in the beginning of the frame include the sequence number of the current fragment, the total num-
ber of fragments and a checksum, which enable the end device to verify the communication as well as to detect the
final transmission. The LoRaWAN server can subscribe to the topic, listen and forward fragments. The fragment size
depends on the configured data rate and also on the frequency band used in the application. Specifically, the LoRa
frequency 863–870 MHz in Europe allows the payload size to vary between 51 bytes for the slowest data rates, and
222 bytes for higher rates.
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As shown in Figure 5, the STM32WLE5JC MCU embeds 256 kB
of single-bank flash memory, containing 128 pages of 2 kB each. This
memory space is dedicated to storing the micro-system and the load-
able modules (main module and functional modules). Here, we pro-
pose to allocate the first 50 pages (100 kB) for the micro-system and
the last 78 memory blocks (156 kB) for storing module binaries. Again,
the memory allocation strategy depends strongly on the memory orga-
nization defined by the manufacturer as well as the user intention.

5. Evaluation

Several experiments were carried out to evaluate the performance of the proposed prototype and to compare it with
existing solutions. First, we measured the memory requirement of a FUOTA method based on a traditional monolithic
design and on a dynamic module-based approach. Then, we assessed the impact of code changes on the size of the
binary firmware to be updated and on the network load. The LoRaWAN parameters and the system configuration are
listed in Table 1.

Table 1: Experiment parameters

Parameters Value

LoRa frequency band 868 MHz
LoRa spreading factor 7
LoRa bandwidth 125 kHz
LoRa coding rate 4/5
Fragment size 200 bytes

Table 2: Memory consumption between monolith and modular design

Section Flash required (kB) RAM required (kB)

Monolithic
Bootloader 17.96 2.16
Active firmware 18.6 1.54
Downloaded firmware 20 0
Total 56.56 3.7

Modular
Micro-system 14.46 2.13
Modules 11.27 2.78
Total 25.73 4.91

Typically, the IoT device’s firmware is composed of different sections such as application code, core, libraries,
utilities, etc. It is possible to modularize every part of the program, but it is beyond the scope of this work. For our
experiments, considering the fact that changes are mostly envisioned in the application code of an end device, we re-
stricted the changes to the code section. We designed one that is composed of ten function blocks (encryption, wireless
configuration, sensor data collection, etc). Various modifications were applied on this code during our experiments.
For comparison purposes, the modifications are propagated to the end devices first through a monolithic firmware, and
then through a set of modules whose size varies from 0.71 to 1.36 kB. A monolithic-based FUOTA method performs
a full image replacement, and thus requires at least three separate sections in memory to store the active firmware,
the firmware being downloaded, and a bootloader to handle them. Here, we assume that the partition in flash memory
allocated for the downloaded firmware image is slightly larger that the active firmware, in order to accommodate a
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small code extension (20 kB compared to 18.6 kB). In contrast, the module-based FUOTA approach requires only two
partitions, one for the micro-system and one for the module images. In the process we described in section 3, modules
can be loaded at any time, on demand. Moreover they can be entirely copied to RAM to speed up the execution. Here,
to simplify the assessment, all the modules are systematically loaded from the start of the program and designed to
execute directly from flash memory, that means only the .data section of a module is copied to RAM.

5.1. Memory requirement

The comparison in terms of memory requirement between the two approaches is presented in Table 2. The modular
FUOTA approach demands a total of 25.73 kB of flash memory to store the firmware (micro-system and modules). The
micro-system, that is not updated in a modular way, is responsible for dynamically loading/unloading the modules,
resolving symbol values and managing modules. To ensure a proper update process, the flash consumption for the
monolithic FUOTA method is 56.56 kB, including the bootloader, the active and downloaded firmware. The higher
efficiency in flash memory usage witnessed in the modular approach is mainly explained by the fact that the update is
done dynamically, one module at a time, without affecting the main routine or other parts of the system. So the buffer
required for the downloading process simply hosts a single module, and not the entire firmware like in the monolithic
approach.

In terms of RAM usage, the module-based update requires 4.91 kB, which is slightly more than the 3.7 kB used in
a traditional monolithic FUOTA mechanism. This is due to the fact that it needs to allocate more RAM to dynamically
load and execute modules at run-time. However, this could be mitigated by an on-demand loading strategy, in which
unused modules are unloaded to free their allocated memory.

5.2. Update size and network load

To evaluate the impact of code changes on the size of the binary firmware to be updated and on the network traffic,
we did the same modifications in the program in both configurations (modular and monolithic). The modifications
consist in a number of small random changes in the code symbols, distributed evenly across the function blocks. We
conducted a series of experiments, varying the percentage of symbols that were changed. Figure 6 gives, for each
percentage of code changes, the update size (i.e., the cumulative size of the updated code portions), and the detailed
network load (MQTT, LoRaWAN, LoRa). Indeed, the transmission of a (monolithic or modularized) firmware from
the FUS to the end devices must take into account the MQTT, LoRaWAN and LoRa physical layer overheads. The
MQTT protocol generates costs relative to connect, acknowledgment, subscribe and publish messages issued by the
clients and the broker. The LoRaWAN overhead comes from embedding some additional information such as MAC
header, frame header, frame port and message integrity code into a LoRaWAN frame payload before propagating it
to the gateway through IP. Preamble, header, cyclic redundancy check are also automatically added to the physical
payload, which raises the packet size to be broadcasted in the LoRa network. Note that the TTN imposes the behavior
of the LoRaWAN server, that simply converts in LoRaWAN frames the MQTT payloads it receives, thus preventing us
from implementing a fragmentation on the LoRaWAN server instead of on the FUS server, which would have reduced
the MQTT overhead.

We can see in Figure 6 that in the monolithic approach, the update size and the network load remain roughly the
same regardless of the percentage of code changes: an update size of around 19 kB, with a MQTT load of 81 kB, a
LoRaWAN load of 20 kB and a LoRa load of 27 kB. Slight differences are presented because of the random nature of
the code changes, differences that would disappear if the average on a large number of experiments were computed.

The important aspect lies in the gap between the results for the monolithic approach and those for the modular
approach. The modular FUOTA method denotes a higher performance than the monolithic approach in terms of the
update size, with a gain ratio ranging from 1.7 (with 100% of code changes) to 17 (with 1% of code changes). Even
with 100% of code changes, the modular approach performs better because fixed parts of the firmware (i.e., the
micro-system) do not need to be updated. The gain on the network load (which is approximately a linear function of
the update size) is also spectacular. Obtaining a small load in the LoRa network is particularly beneficial: as shown in
the figure, it passes from 27 kB for the monolithic approach to 1.6 kB when using dynamic modules, with 1% of code
changes.
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6. Conclusion

In this paper, we have proposed a module-based approach for the development of IoT devices’ firmware, and a
new FUOTA method for devices communicating in LoRaWAN networks. This method enables partial and dynamic
updates without requiring a system reboot. Experimental results obtained on a small testbed show that the solution we
propose optimizes the update size and the network traffic up to 17 times compared to the traditional monolithic-based
method.

In future work, we would like to improve the performance of this mechanism and conduct additional experiments
to evaluate the update time and energy efficiency in the context of multiple end devices. In addition, we also inves-
tigate the feasibility of a dynamic modular FUOTA in opportunistic networks, considering that in some challenging
networks, not only some end devices are not connected directly to the gateways but also there is no end-to-end paths
between them.
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small code extension (20 kB compared to 18.6 kB). In contrast, the module-based FUOTA approach requires only two
partitions, one for the micro-system and one for the module images. In the process we described in section 3, modules
can be loaded at any time, on demand. Moreover they can be entirely copied to RAM to speed up the execution. Here,
to simplify the assessment, all the modules are systematically loaded from the start of the program and designed to
execute directly from flash memory, that means only the .data section of a module is copied to RAM.

5.1. Memory requirement

The comparison in terms of memory requirement between the two approaches is presented in Table 2. The modular
FUOTA approach demands a total of 25.73 kB of flash memory to store the firmware (micro-system and modules). The
micro-system, that is not updated in a modular way, is responsible for dynamically loading/unloading the modules,
resolving symbol values and managing modules. To ensure a proper update process, the flash consumption for the
monolithic FUOTA method is 56.56 kB, including the bootloader, the active and downloaded firmware. The higher
efficiency in flash memory usage witnessed in the modular approach is mainly explained by the fact that the update is
done dynamically, one module at a time, without affecting the main routine or other parts of the system. So the buffer
required for the downloading process simply hosts a single module, and not the entire firmware like in the monolithic
approach.

In terms of RAM usage, the module-based update requires 4.91 kB, which is slightly more than the 3.7 kB used in
a traditional monolithic FUOTA mechanism. This is due to the fact that it needs to allocate more RAM to dynamically
load and execute modules at run-time. However, this could be mitigated by an on-demand loading strategy, in which
unused modules are unloaded to free their allocated memory.

5.2. Update size and network load

To evaluate the impact of code changes on the size of the binary firmware to be updated and on the network traffic,
we did the same modifications in the program in both configurations (modular and monolithic). The modifications
consist in a number of small random changes in the code symbols, distributed evenly across the function blocks. We
conducted a series of experiments, varying the percentage of symbols that were changed. Figure 6 gives, for each
percentage of code changes, the update size (i.e., the cumulative size of the updated code portions), and the detailed
network load (MQTT, LoRaWAN, LoRa). Indeed, the transmission of a (monolithic or modularized) firmware from
the FUS to the end devices must take into account the MQTT, LoRaWAN and LoRa physical layer overheads. The
MQTT protocol generates costs relative to connect, acknowledgment, subscribe and publish messages issued by the
clients and the broker. The LoRaWAN overhead comes from embedding some additional information such as MAC
header, frame header, frame port and message integrity code into a LoRaWAN frame payload before propagating it
to the gateway through IP. Preamble, header, cyclic redundancy check are also automatically added to the physical
payload, which raises the packet size to be broadcasted in the LoRa network. Note that the TTN imposes the behavior
of the LoRaWAN server, that simply converts in LoRaWAN frames the MQTT payloads it receives, thus preventing us
from implementing a fragmentation on the LoRaWAN server instead of on the FUS server, which would have reduced
the MQTT overhead.

We can see in Figure 6 that in the monolithic approach, the update size and the network load remain roughly the
same regardless of the percentage of code changes: an update size of around 19 kB, with a MQTT load of 81 kB, a
LoRaWAN load of 20 kB and a LoRa load of 27 kB. Slight differences are presented because of the random nature of
the code changes, differences that would disappear if the average on a large number of experiments were computed.

The important aspect lies in the gap between the results for the monolithic approach and those for the modular
approach. The modular FUOTA method denotes a higher performance than the monolithic approach in terms of the
update size, with a gain ratio ranging from 1.7 (with 100% of code changes) to 17 (with 1% of code changes). Even
with 100% of code changes, the modular approach performs better because fixed parts of the firmware (i.e., the
micro-system) do not need to be updated. The gain on the network load (which is approximately a linear function of
the update size) is also spectacular. Obtaining a small load in the LoRa network is particularly beneficial: as shown in
the figure, it passes from 27 kB for the monolithic approach to 1.6 kB when using dynamic modules, with 1% of code
changes.
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Fig. 6: Impact of code changes on the update size and the network load

6. Conclusion

In this paper, we have proposed a module-based approach for the development of IoT devices’ firmware, and a
new FUOTA method for devices communicating in LoRaWAN networks. This method enables partial and dynamic
updates without requiring a system reboot. Experimental results obtained on a small testbed show that the solution we
propose optimizes the update size and the network traffic up to 17 times compared to the traditional monolithic-based
method.

In future work, we would like to improve the performance of this mechanism and conduct additional experiments
to evaluate the update time and energy efficiency in the context of multiple end devices. In addition, we also inves-
tigate the feasibility of a dynamic modular FUOTA in opportunistic networks, considering that in some challenging
networks, not only some end devices are not connected directly to the gateways but also there is no end-to-end paths
between them.
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