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WHAT ARE WE TALKING ABOUT ? 

Å What is visual attention ? A tool for 

ï Selectively concentrating on one aspect of the visual environment while ignoring other ones 

ï Allocating processing resources 

 

Å Links with saliency maps 

ï Describes how important a part of the visual signal is 

ï Some theory claim the existence of such a map(s) in our brain 

 

Å 2 types of visual attention 

ï Overt : eye movement 

ï Covert : mental focus 

Å Saccades vs fixations (cf previous pres) 

Å 2 types of attention driving 

ï Bottom-up 

Å stimulus based (involuntary) 

Å Rarity / surprise  / novelty 

ï Top-down 

Å goal directed    (voluntary) 

 
4 



WHAT FOR ? 

ÅA building block for 
ïComputer vision / robotics architecture 
ÅSmarter 

ïScene exploration 
ïResource allocation 

 

ïArtificial intelligence 
ÅDetect novel / important data 
Å[ŜŀǊƴ ŦǊƻƳ ƛǘΧ 

 

ïUnderstanding human visual attention 
ÅReplace eye-tracking 

 

ïaa !ǇǇƭƛŎŀǘƛƻƴǎ όǎƳŀǊǘ ¢±Σ Χύ 
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WHY ANOTHER MODEL ? 

ÅMany visual attention models 
ï[Itti1998], [Ouerhani2003], [Tsotsos2005], [LeMeur2005], 

[Hamker2005], [Frintrop2006], [Mancas2007],[Bruce2009] and 
ƻǘƘŜǊǎΧ 

ïCf. presentation of Mr Stentiford 

ÅUsually 
ï1 model = 1 set of constraints  / hypothesis  

 

ÅIn our case 
ïReal time 
ïImage and video 
ïFocus points (no saliency map) 
ïDynamical results 
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[ΦLǘǘƛΩǎ original architecture 

ÅWell known attention model (1998) 

 

ÅOpen source implementation 

 

ÅBiologically inspired 

 

ÅQuite fast 

 

But  

Ånormalization,  

Åfusion  

Åno dynamic in simulation 
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One more time the famous Itti  Architecture 



S. Frintrop improvements 
(VOCUS) 

ÅAlmost the same architecture 

 

ÅBetter normalization operator 

 

ÅBetter center-ǎǳǊǊƻǳƴŘ άŦƛƭǘŜǊƛƴƎέ 

 

 

 

 

 

ÅFaster 
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