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Abstract

There is a gap between game theory and practical model checking. Although logics for expressing game-
theoretic concepts like Nash equilibria, notably Strategy Logic (SL), have been put forward recently, there
are currently no tools supporting them. This report documents the design of the first practical model
checking algorithms for two fragments of SL and their symbolic implementation using binary decision
diagrams. We explain how we incorporated both algorithms in the existing model checker MCMAS and
added support for strategy synthesis. We evaluate the performance of the algorithms on several scalable
scenarios and compare it with the original tool. Our results demonstrate that SL model checking is
feasible in practice despite its high computational complexity.






Acknowledgements

I would like to thank:

Professor Alessio Lomuscio for his invaluable guidance throughout the whole project,

Professor Aniello Murano and Dr. Fabio Mogavero for their feedback on the algorithms and their
help with finding scalable scenarios for evaluation,

the Department of Computing for funding my trips to the 2"¢ International Workshop on Strategic
Reasoning and the 26" International Conference on Computer Aided Verification,

my family and friends, who have always been there for me, and

my girlfriend Klara for her love and support.






Contents

1 Introduction 11
1.1 Objectives . . . . . . . . o 12
1.2 Challenges . . . . . . . . e e 13
1.3 Contributions . . . . . . . . L 13
1.4 Published Work . . . . . . . oL 14

2 Background 15
2.1 Frameworks for Modelling Systems . . . . . . . . . . . . ... 15

2.1.1 Kripke Models . . . . . . . e 15
2.1.2  Concurrent Game Structures . . . . . . . . . . . ... 16
2.1.3 Imterpreted Systems . . . . . . . .. 17
2.2 Specification Languages . . . . . . . ... e 18
2.2.1 Linear Temporal Logic . . . . . . . . .. ... L 18
2.2.2  Computation Tree Logic . . . . . . . . . .. .. 20
2.2.3 Full Branching Time Logic . . . . . .. .. . ... .. .. . 22
2.2.4  Alternating-Time Temporal Logic . . . . . .. .. .. ... ... ... ... 24
2.2.5 Strategy Logic . . . . . . .. 26
2.2.6 Epistemic modalities . . . . . . . ... 29
2.2.7  Model Checking Complexity . . . . . . . . . . . . 31
2.2.8 SUMMATY . . . . . oo e e e e 31
2.3 Verification Methods . . . . . . . . . . 32
2.3.1 Binary Decision Diagrams . . . . . . . . .. ... L oo 32
2.3.2  Symbolic Model Checking . . . . . . . . . ... .. L 34
2.3.3  SUmMMATY . . . . oo e e 36
2.4 Automata and Games . . . . ... 36
241 w-Automata . . ... ... 36
2.4.2  Symbolically Represented w-Automata . . . . . ... .. ... 0oL 38
2.4.3 Translating LTL Formulas to w-automata . . . . ... ... ... ... ... .... 39
2.4.4 Determinisation. . . . . . . .. Lo L e 42
245 Games . . ... e 49
2.4.6  SUMIMATY . .« ¢ v v v v e e e e e e e e e e e e 56
2.5 Existing Tools . . . . . . . . e 56
2.5.1 MCK . . . e e e 56
2.5.2 MCMAS . . . . e 56
2.5.3 Mocha . . . . . L e 57
254 NuSMV . . . . 57
2.5.5 PRISM . . . . . e 57
2.5.6 VerICS . . . . e 58
2.6 SUMINATY . . .« v vttt e et e e e e e e e 59



Contents

Fragment Selection 61
3.1 Imperfect Recall . . . . . . . . . . e 62
3.2 Complete Information . . . . . . . .. .. 62
3.3 Toy Model . . . . . . . e 63
3.3.1 Formal Definition . . . . . . . . .. . 64
3.3.2  Symbolic Implementation . . . . . ... ... L oL o 64
3.4 SUMMATY . . . . . e e e e e 66
Epistemic Strategy Logic 67
4.1 Logic . . . . o 67
411 Syntax . ... e e 67
4.1.2 Basic Concepts . . . . . ... e e 68
4.1.3  Semantics . . . . ... e 68
4.1.4 Comparison with Strategy Logic . . . . . . . . ... ... ... ... ... 70
4.1.5 Limitations . . . . . . . . . e 71
4.2 Model Checking . . . . . . . . . . e 72
4.2.1 Complexity . . . . . . . e 72
4.2.2 Algorithm . . . . . . . . e 73
4.2.3 Strategy Synthesis . . . . . . ... 76
4.2.4  Symbolic Implementation . . . . . ... ... Lo oo 79
4.3 SUMMATY . . .« o v v ot ot e e e e e e e e e e 83
One-Goal Strategy Logic 85
5.1 Logic. . . o o o e e 85
5.2 Model Checking . . . . . . . . . e 86
5.2.1 Algorithm . . . . . . .. e 87
5.2.2 Complexity . . . . . . . e 97
5.2.3 Strategy Synthesis . . . . . . .. L L 98
5.2.4  Symbolic Implementation . . . . . .. . ... 0 L 102
5.2.5 Separate Determinisation . . . . . . . . ... . L L 107
5.3 SUMINATY . . ¢ v v v vttt et e e e e e e e e e 109
Implementation 111
6.1 Existing Tool . . . . . . . . e 111
6.1.1 Functionality . . . . . . . . . . 111
6.1.2 Usage . . . . . . . e 112
6.1.3 Architecture . . . . . . . .. 115
6.2 Epistemic Strategy Logic Extension . . . . . .. .. ... L o 117
6.2.1 Functionality . . . . . . . . . . 118
6.2.2 Usage . . . . . . e 118
6.2.3 Architecture . . . . . ... 120
6.3 One-Goal Strategy Logic Extension . . . . . . . ... ... ... . o oL 123
6.3.1 Functionality . . . . . . . . . . e 123
6.3.2 Usage . . . . . . e 124
6.3.3  Architecture . . . . . .. . 130
6.4 Experimental Results. . . . . . . . . . L 133
6.4.1 Dining Cryptographers . . . . . . . . . . . . 133
6.4.2 Cake Cutting . . . . . . . .. e 134
6.4.3 Scheduler . . . . . . . . . e 140
6.4.4 Nim . . . ... 143
6.4.5 Analysis . . . . . .. 145

6.5 SUMINATY . . .« v vttt e et e e e e e e 147



Contents 9
7 Evaluation 149
71 Theory . . . . o o o o e e e 149
7.1.1  Strengths . . . . . . L 150

7.1.2 Weaknesses . . . . . . . ..o e e 150

7.2 Implementation . . . . . . . .. L e 151
7.2.1 Strengths . . . . . oL 151

7.2.2 Weaknesses . . . . . . o i e e e 152

7.3 Fragment Comparison . . . . . . . . . . e 153
T4 SUMIMATY . . . oo e e e e e 155
8 Conclusions 157
8.1 Summary of Work . . . . . . L 157
8.2 Future Work . . . . . . . e 158
Bibliography 161
A Toy Model ISPL Code 167



10

Contents




Chapter 1

Introduction

Computer systems have an ever-increasing presence in our everyday lives. We rely on them in almost all
activities both at work and during our free time. It will probably not be long until we meet driverless
cars on the road and receive deliveries from unmanned quadcopters [19,24]. It seems that more and more
decisions in the future will be made by computers without any human intervention. Yet computers are
infamous for their frequent faults. Each of us has witnessed freezing applications countless times. While
the usual type of damage caused by a computer bug today is the loss of several hours of unsaved work,
autonomous system failures in the future might result in thousands of deaths in the blink of an eye.
The six accidents caused by massive radiation overdoses by the Therac-25 medical electron accelerator
between 1985 and 1987 remind us that such scenarios are not science fiction [59]. It should be clear that
safety-critical systems need to be verified before being deployed in order to avoid loss of life and money.
Fortunately, formal verification is now finally becoming the norm in many areas including processor
design [53].

Model-checking is a popular approach to systems verification [62]. It entails translating the system
and the property to be verified to a model M and a formula ¢ respectively and then checking that the
model satisfies the formula, i.e. that M |= ¢ holds. This approach can be applied in many areas including
reactive systems, which never terminate, by modelling them as multi-agent systems, in which agents with
local states interact with each other via synchronous actions. Various frameworks for modelling such
systems are discussed in Section 2.1.

Several temporal logics for specifying system properties have been proposed, including Linear Tem-
poral Logic (LtL) [80], Computation Tree Logic (CTL) [33], and Full Branching Time Logic (CTL*) [37].
More recently, Alternating-Time Logic (ATL) and Full Alternating-Time Logic (ATL*) [18] were intro-
duced. ATL and ATL* are often more suitable for multi-agent systems since their operators refer to
properties achievable by given groups of agents. Intuitively, an ATL formula {({«, 3})¢ expresses that
“agents cc and B can together enforce p”. A detailed discussion of these logics can be found in Section 2.2.
All of them except ATL*, which has a high model checking complexity, are now supported by multiple
toolkits (see Section 2.5).

However, neither ATL nor ATL* syntax refers to strategies directly. Hence, the logics cannot express
properties such as “agents a and B can enforce ¢ while sharing the same strategy”. A new formalism,
Strategy Logic (SL), which treats strategies explicitly via first-order quantifiers (), [z] and agent bind-
ing (a,z), has thus been introduced in [76]. SL strictly subsumes all logics in the ATL* hierarchy and
can express game-theoretic concepts like Nash Equilibria. The aforementioned property, inexpressible
in ATL*, can be written in SL as {z))(a, z)(8,z)p. However, the price for the large expressiveness of
SL includes NONELEMENTARY SPACE-HARD model checking complexity [72], undecidability of satisfiabil-
ity [77], and non-behavioural strategies [75]. We are not aware of any existing model checker that would
support SL.

In order to avoid the problems associated with full SL, several syntactic fragments have been pro-
posed [72]. The least expressive subset, One-Goal Strategy Logic (SL[1G]), has the same model checking
complexity as ATL*, namely 2EXPTIME-COMPLETE with respect to the size of the formula, while still
strictly subsuming it. Moreover, SL[1G] strategies are behavioural and can therefore be synthesised [75].
We have designed a novel model checking algorithm for SL[1G] by reducing the problem to solving a
two-player parity game. Our algorithm, presented in Chapter 5, admits an efficient symbolic implemen-
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tation and supports general strategy synthesis. Moreover, we prove that it is correct and has optimal
worst-case time complexity.

We introduce and investigate another variant of SL, Epistemic Strategy Logic, or Strategy Logic
with Knowledge (SLK). Unlike SL and SL[1G], we define SLK on strategies with imperfect recall (i.e.
memoryless strategies where an agent’s action is determined only by its current local state) and supports
epistemic modalities expressing agents’ knowledge. We show that the theoretical complexity of SLK
model checking is PSPACE with respect to both the size of the model and the formula. We then provide
an efficient model checking algorithm for SLK which can be implemented symbolically and supports
witness/counterexample strategy synthesis. We also prove that it is correct. Both the logic and the
algorithm are discussed in Chapter 4.

MCMAS is a BDD-based model checker for the verification of multi-agent systems developed at
Imperial College London [63]. The specification languages it currently supports include CTL and ATL
with epistemic and deontic modalities. MCMAS and other existing model checking tools are discussed
in Section 2.5. Various verification methods including BDDs are explained in Section 2.3.

We implemented the novel model checking algorithms for both SLK and SL[1G] as extensions for MC-
MAS and thereby extended the set of logics it supports. Both extensions support witness/counterexample
strategy synthesis and the SL[1G] extension also supports general strategy synthesis. An overview of the
existing MCMAS architecture as well as the usage and implementation of our algorithms is provided in
Chapter 6. The experimental results we obtained using our extensions are presented in Section 6.4.

1.1 Objectives

Our goal was to implement the first model checker for SL. We believed that it would be a very important
milestone for the development of SL. It would demonstrate the potential of the logic, provide a solid
baseline for future research, and promote the synergy of systems verification and game theory. In order
to achieve this, our objectives were to:

1. Research SL and its fragments. SL is a relatively new formalism for specifying properties in
systems verification introduced in 2010 [76]. The first aim of this project was therefore to research
SL as well as its syntactic fragments in order to have a good understanding of its expressiveness,
complexity, decidability, and other properties. In other words, it was necessary to obtain basic
knowledge of the research area to be able to set challenging yet achievable objectives for the
project.

2. Design an efficient model checking algorithm. The main aim of this project was to come up
with a model checking algorithm for SL or some of its variants. While theoretical automata-based
model checking procedures have been proposed [72], it is important to design novel algorithms
which use efficient data structures (e.g. binary decision diagrams discussed in Subsection 2.3.1) in
order to reduce the effects of the high computational complexity of the problem.

3. Implement the algorithm as a tool. The next objective was to create a tool implementing the
model checking algorithm we designed. The implementation of the algorithm had to be robust,
efficient, and user-friendly. Moreover, the source code had to have a good design and appropriate
documentation as we intended to release it as open source.

A standalone tool would have to support the whole verification framework including a modelling
language parser, state space encoding, reachability calculation, etc. In order to avoid “reinventing
the wheel”, we could extend an existing tool instead (several existing tools are presented in Sec-
tion 2.5). This would give us more time to add more functionality and/or optimise the performance
of the algorithm.

4. Support strategy synthesis. In addition to model checking, i.e. determining whether a given
specification is true or false, we also wanted to synthesise the corresponding strategies for the agents.
These strategies would provide us with a deeper insight into why a particular formula holds or does
not hold. More importantly, strategy synthesis would make our tool much more useful as it would
allow users to underspecify the agents’ behaviour and have it automatically generated.
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1.2 Challenges

Overall, the project was very challenging due to its novelty. The work entailed transforming high-level
theoretical concepts into low-level programming code with almost no prior experience in the field. The
biggest challenges encountered throughout the project were:

1. No existing algorithms. While there has been a lot of focus on the theoretical aspects of SL
in the past few years [72,73,75,76], no practical model checking algorithm has been proposed or
implemented for either SL or any of its fragments so far. In fact, we are not aware of any existing
tool that would support ATL*, which was introduced in 2002 [18] and is strictly subsumed even by
the least expressive fragment of SL. Therefore, it was very difficult to find any starting points for
our research into model checking algorithms.

2. Undecidability. SL is a very powerful formalism for expressing complex properties of multi-agent
systems. While this is desirable from the user’s perspective, it makes designing and implementing
efficient algorithms for handling the logic very difficult. Moreover, certain problems are impossible
to solve due to undecidability. Unfortunately, this was the case when we considered adding incom-
plete information to the original SL, as described in Chapter 3. In order to achieve decidability,
we had to consider less expressive variants of SL instead.

3. Complexity. The high model checking complexity of SL has a severe impact on performance.
Firstly, the number of temporal operators within a formula we can handle is limited since both
SLK and SL[1G] have high complexity with respect to the size of the formula, namely PSPACE
and 2EXPTIME-COMPLETE. However, it turned out that that the PSPACE complexity of SLK with
respect to the size of the model is an even bigger problem, rendering SLK model checking feasible
only for very small state spaces in certain scenarios (see Section 6.4).

4. Existing codebase. MCMAS is one of the leading model checkers (see Subsection 2.5.2). However,
despite being developed as open source, it is very badly designed from a software engineering point
of view. The problems include a complete lack of testing, violation of OOP principles, frequent
usage of global variables, and inconsistent code style. The tightly coupled code design made it very
difficult for us to test our new functionality. Unfortunately, the lack of testing makes refactoring
existing code very frustrating. In our opinion, the tool has outlived its original purpose and should
be rewritten from scratch.

1.3 Contributions

We have designed and implemented model checking algorithms for two fragments of SL. We believe this
is an important contribution to the research area, as our tool is the first model checker to support SL or
any of its subsets. Throughout this project, we have developed:

1. New SL fragment. We introduced a new fragment of SL called Epistemic Strategy Logic or
Strategy Logic with Knowledge (SLK). Unlike SL, SLK is defined with respect to imperfect recall
semantics (i.e. agents have no memory of the past) and supports epistemic modalities expressing
agents’ knowledge (see Subsection 2.2.6). Hence, SLK specifications can represent complex game-
theoretic concepts like Nash equilibria under incomplete information.

We give the syntax and semantics of SLK. We also discuss its limitations and prove that the SLK
model checking problem belongs to the PSPACE complexity class with respect to both the size of
the model and the formula (see Subsection 4.2.1).

Section 4.1 provides a detailed description of SLK.

2. Model checking algorithm for SLK. We have designed a novel model checking algorithm for SLK
which has worst-case exponential time complexity both in the size of the model and the formula.
We prove its correctness and provide an efficient symbolic encoding of it using binary decision
diagrams (see Subsections 2.3.1 and 2.3.2). In addition, we explain how the algorithm (and its
symbolic encoding) can be used for the purposes of witness/counterexample strategy synthesis.

Section 4.2 provides a detailed description of the algorithm and its symbolic representation.
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3. Model checking algorithm for Sr[1G]. We describe a novel algorithm which reduces the model
checking problem for SL[1G] to the problem of solving two-player parity games. Moreover, we prove
its correctness, show that it is optimal, and explain how it can be used to synthesise strategies for
arbitrary SL[1G] formulas. Again, we also provide an efficient symbolic encoding of the algorithm.

We believe that this is the biggest achievement of the project as SL[1G] subsumes ATL*, which
(as already mentioned in Section 1.2) was introduced in 2002 [18] but, as far as we know, has no
practical implementation yet. Since ATL* has the same model checking complexity as SL[1G], our
algorithm is also optimal for it.

Chapter 5 provides a detailed description of SL[1¢G], the algorithm, and its symbolic representation.

4. Implementation of both algorithms. We have extended the functionality of the MCMAS
model checker (discussed in Subsection 2.5.2) with support for both SLk and Sr[1G]. We also
implemented strategy synthesis for both fragments. The tool will be released as open source! so

that it could be further developed in the future.

Chapter 6 provides a detailed description of the existing MCMAS architecture and our extensions.

5. Experimental evaluation. We evaluated the performance of our SLK and Sn[1¢] MCMAS
extensions on several scalable scenarios. Moreover, we demonstrated the expressiveness of the
fragments as well as the newly implemented functionality by automatically synthesising strategies
that enforce properties which were not supported by the original tool (e.g. we generate a strategy
for a scheduler which ensures the existence of Nash equilibria, see Subsection 6.4.2).

The scenarios and the experimental results of our implementation are discussed in Section 6.4.

A detailed evaluation of the project can be found in Chapter 7.

1.4 Published Work

While working on the project, we published a tool paper on SLK implementation in MCMAS [27]. The
paper was a joint work with my supervisor, Professor Alessio Lomuscio, and Dr. Fabio Mogavero and
Professor Aniello Murano from the Computer Science Division (Sezione di Informatica) of the Depart-
ment of Physical Science (Dipartimento di Scienze Fisiche) of the University of Naples “Federico II”
(Universita degli Studi di Napoli “Federico I17), Italy. The paper was accepted at the 26" International
Conference on Computer Aided Verification 201/. It summarises the procedure described in Section 4.2,
its implementation provided in Section 6.2, and the experimental results presented in Section 6.4.

Given its novelty, we intend to publish a paper on our model checking algorithm for SL[1G] in the
summer (again as a joint work).

IThe SLK extension, called MCMAS-SLK, has already been released under GNU General Public License (GPL) [5] and
is available at http://vas.doc.ic.ac.uk/software/tools/.
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Chapter 2

Background

In this chapter we describe concepts and methods from the area of software verification which the rest
of this report is based on. We also present a list of existing tools related to our work. This chapter can
be skipped at first reading and used as a reference in the subsequent chapters.

The ultimate goal of our project is to develop a tool that can verify SL specifications on multi-agent
systems. Formal verification techniques typically comprise three components [49]:

1. a framework for modelling systems, typically a description language of some sort;
2. a specification language for describing the properties to be verified;
3. a verification method to establish whether the description of a system satisfies the specification.

Let us consider a system S and a property P to be verified (on the system). There are two main
approaches to verification [49]:

e In proof-based verification, the system description is a set of formulas I's and the property to be
verified is another formula ¢p. The verification method consists of trying to prove I's - ¢p. This
usually requires guidance and expertise from the user.

e In model-based verification, the system description is a model Mg and the property to be verified is
a formula ¢p. The verification method consists of computing whether Mg satisfies ¢p (Mg = dp).
This can usually be done automatically for finite models.

In this project we focus purely on a model-based verification method called model checking, which refers
to the process of determining whether a formula ¢p holds in a concrete model Mg [49]:

MS'.:QSP

A model checker is a tool (i.e. a computer program) which performs this calculation automatically.

We will now describe various approaches to each of the three components of formal verification using
model checking: how the system S is represented as a model Mg, how the property P is expressed as a
formula ¢p, and how the answer (Mg = ¢p, or Mg [~ ¢p) is determined.

2.1 Frameworks for Modelling Systems

Given a system S, we aim to represent it using a model Mg. We discuss here three formalisms of
increasing complexity: Kripke models, concurrent game structures, and interpreted systems.

2.1.1 Kripke Models

Kripke semantics are arguably the most popular modal semantics nowadays [48,55]. The basic idea of
Kripke semantics is that a formula is true at some worlds, and false at others [62]. The semantics are
based on two concepts: Kripke frames and Kripke models. Intuitively, a Kripke frame represents a set
of worlds together with transitions between them.
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Definition 2.1 (Kripke Frames). Let W be a non-empty set of worlds and R C W x W a binary
accessibility relation on it. Then F = (W, R) is a Kripke frame.

For example, if we wanted to model a pedestrian traffic light as a Kripke frame Frr, = (Wrr, Rt1), it
would have two possible states Wy, = {red, green}. Assuming that the light changes at every temporal
step, the accessibility relation of Frr, would be Ry, = {(red, green) , (green,red)}. In order to be able
to specify properties of the system, we need to fix a set of atomic propositions and specify the set of
worlds where each of them holds. This is done by adding an assignment function to the Kripke frame.
The result is a Kripke model:

Definition 2.2 (Kripke Models). Let F = (W, R) be a Kripke frame, AP a finite non-empty set of
atomic propositions, and h : AP — 2 an assignment into F. Then M £ (F, h) is a Kripke model.

Suppose we wanted to express a property regarding the current colour of the traffic light. We would
introduce two atoms AP = {green,red} and use an assignment hrp, defined as hrr(green) = {green}
and hry,(red) £ {red}. The resulting Kripke Model would be My, = (Frr, hrL)-

The Kripke frame and model structures described above have only one accessibility relation R. How-
ever, sometimes we need to express multiple modalities within one model (e.g. temporal evolution and
agents’ knowledge, see Subsection 2.2.6). We can achieve this by augmenting the tuples with the corre-
sponding accessibility relations as follows:

Definition 2.3 (Kripke Frames and Models with Multiple Modalities). Let W be a non-empty set
of worlds, Ry,...,R, € W x W binary accessibility relations, AP a finite non-empty set of atomic
propositions, and h : AP — 2V an assignment. Then F+ = (W, Ry,..., R,) is a Kripke frame with
multiple modalities and M = (F*, h) a Kripke model with multiple modalities.

Although Kripke frames/models have no concept of local states, which are typically used to rep-
resent agents’ knowledge (see Subsection 2.1.3), it is possible to express epistemic accessibility (see
Subsection 2.2.6 for an introduction to epistemic modalities) explictly using a family of binary relations
~; CW x W on the set of worlds W for all agents i € Agt. Intuitively, wy ~; we holds iff agent i € Agt
cannot distinguish between worlds wy,ws € W. We can then define a Kripke frame and model with
epistemic modalities as:

Fi 2 (WoR, (~)ieap) My 2 (Fi, h)

Note that even with multiple modalities, Kripke models are still strictly less expressive than concurrent
game structures and interpreted systems because they lack the concept of agents’ actions.

2.1.2 Concurrent Game Structures

Another framework for modelling systems are concurrent game structures [18], which generalise Kripke
semantics by introducing the concept of actions. The temporal evolution of a concurrent game structure
depends on the concurrent actions of all agents.

Definition 2.4 (Concurrent Game Structures). Let Agt and AP be non-empty sets of agents
and atomic propositions respectively. Then a concurrent game structure is a tuple G £

(AP, Agt, Act, St, A\, 7, s0) where:

e Act is a finite non-empty set of actions. Dc & Agt — Act is the set of decisions which map each
agent to its choice of an action.

e St is a finite non-empty set of states.

o \: St — 247 is a labelling function that maps each state to the set of atomic propositions true
in that state.

e 7: S5t x Dc — St is a transition function. It maps the current state and a decision to the next
state.

e sy € St is an initial state.
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As we mentioned already, the main difference between Kripke models and concurrent game structures
are actions, which enable us to reason about agents’ strategies. Apart from them, the frameworks are
equivalent!: They both have a set of states (W, St), a transition relation/function (R, 7), and a labelling
function? (h, A\). Similarly to Kripke models, epistemic accessibility can be represented explicitly by a
family of binary relations ~, C St x St for each agent i € Agt.

2.1.3 Interpreted Systems

Interpreted systems are an extension of Kripke semantics for multi-agent systems [65] in which the global
states of the whole system are composed of the internal states of all agents.

Definition 2.5 (Interpreted Systems). Let ¥ = {1,...,n} be a set of players, E a special agent
representing the environment, Agt = X U {E} the set of all agents, and AP a finite non-empty set of

atomic propositions. Then an interpreted system is a tuple 7 £ <(Li, Act;, P;, ti)ieAgt A, h> where:

e [, is a finite non-empty set of internal states of an agent i € Agt. A tuple g = (I1,...,l,,lg) €
Ly x---x L, x Ly is called a global state. Furthermore, L,g £ I, x Lg is the set of local states
of a player ¢ € X.. The set of local states of the environment is equal to its set of internal states,
i.e. Lgg 2 Lg. l;(g) and I;5(g) denote the internal and local state of agent i € Agt in a global
state g € G respectively.

e Act; is a finite non-empty set of actions that an agent i € Agt may perform. Act = Act; x
-+ x Act,, X Actg denotes the set of joint actions of all agents. a;(a) denotes the action of agent
i € Agt in the joint action a € Act. Acty £ (Nica Act; is the set of shared actions of agents
A C Agt with A # 0.

o P : Liy — 24 is the protocol of an agent i € Agt. For every local state l;r € L;g of the agent,
Pi(l;g) # 0 is the set of actions available to agent 7. The global protocol P : G — 24¢t ig defined

as P(g) = {a € Act ’ Nicagi aila) € Pi(liE(g))} for all global states g € G.
o t;: Liy X Act — L; is the evolution function of the internal state of an agent i € Agt.

e | CLyx---X L, xLg is a finite non-empty set of initial global states. G C L1 X -+ X L, X Ly is
the set of reachable global states obtained by considering all the possible evolutions of the system
from I.

e h: AP — 2% is a waluation function that maps each propositional variable to the set of global
reachable states in which it is true.

The evolution of the system is described by a global evolution function t: G x Act — G. It is defined
as t(g,a) = g' iff Vi € Agt.t:(lin(9), a) = Li(g').

Intuitively, the environment agent E represents the part of the model that all agents can “see”. That
is why its internal states lg € Ly are included in the other agents’ local states (I;,lg) € L;r. Note
that the distinction between internal and local states of agents is often not emphasised in the literature.
Internal states are sometimes referred to as private local states [65].

Interpreted systems are better suited for epistemic modalities expressing agents’ knowledge (see Sub-
section 2.2.6) because they distinguish between local and global states (unlike Kripke models and con-
current game structures). The relationship between interpreted systems and concurrent game structures
is discussed in [65].

We will consider interpreted systems exclusively in the rest of this report because they best represent
multi-agent systems (for the reasons outlined above), whose verification our project focuses on.

1The explicit initial state so does not increase the expressiveness of concurrent game structures. We could simulate it
in Kripke semantics by introducing a new atom init € AP and setting h(init) £ {so}.

2While the signatures of h : AP — 2W and X : St — 24F differ, they are equivalent (assuming St = W) since
h(p) =X"1(p)={s€ St|peA(s)} and A\(s) =h~1(s) = {p€ AP | s € h(p)} where p € AP and s € St.
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2.2 Specification Languages

Given a property P, we aim to describe it as a formula pp. We discuss multiple logics of increasing
expressiveness for specifying ¢ p. Unfortunately, higher expressiveness is usually accompanied by worse
model checking complexity as we shall see in Subsection 2.2.7.

In order to compare the expressiveness of the logics described in this section, we will express the
following sample properties using each of them (if possible):

1. A socket is opened and it will stay opened in the next two states.

If a device is currently connected, it can be disconnected in the future.

A task will be finished at some point in the future (no matter what happens).
It is possible to permanently delete a file (at some point in the future).

If the light is infinitely often red, it will also be infinitely often green (in the same evolution).

S A T

If a car can turn infinitely often left, it can also turn infinitely often right (possibly in a different
evolution).

N

A firewall and an antivirus can (together) ensure that a computer will never be hacked.

8. If both players play the same strategies, neither of them will ever win.

2.2.1 Linear Temporal Logic

Linear Temporal Logic (LTL) [80] is a temporal logic which models time as a sequence of states, extending
infinitely into the future [49]. These possible sequences of states are referred to as paths.

Definition 2.6 (Paths and Tracks). Let Z = <(Li, Act;, Pi’ti)ieAgt I, h> be an interpreted system.
A path m € G¥ in T is an infinite sequence of global states gg, g1, 92,... € G such that, Vi > 0da €
Act. git1 = t(gi,a). We write w>; for the suffix of 7 starting at g;, and 7 (i) = g;. path(g) denotes the
set of all paths starting at a global state g € G. Pth = Uyeq path(g) is the set of all paths in 7.

A track 7 € GT in 7 is a non-empty finite sequence of global states go, ¢1,...,9n—1 € G such
that, Vi € [0..n —2]3a € Act.giy1 = t(gi,a). The length of T is |7| & n. last(t) £ g, refers
to the last global state on 7. track(g) denotes the set of all tracks starting at a global state g € G.
Trk & U, eq track(g) is the set of all tracks in Z.

Intuitively, a path represents a possible evolution of an interpreted system from a given global state
g € G (not necessarily in I). In order to express properties over the possible evolutions of a system, LTL
augments propositional logic with temporal connectives® X, F, G, U, W, and R.

Definition 2.7 (LTL Syntax). LTL formulas are built inductively from the set of atomic propositions
AP, by using the following grammar, where p € AP:

pu=p|T|Ll-p|leAp|leVele—=plpeo|Xe|Fo|GoleoUp|eWe|pRe

LTL denotes the infinite set of formulas generated by the above rules.

The syntax allows for the construction of ambiguous formulas like X a U b, which can be interpreted
as either (Xa)Ub, or X (aUb). In order to resolve such ambiguities, the following binding priorities are
used [49]: Unary operators (-, X, F, G) bind most tightly. The (decreasing) order of the other operators
is U, R, W, A, V, —, and <. Hence, the original formula is interpreted as (X a) U b because X binds more
tightly than U. These rules allow us to use fewer brackets. Note that we do not specify the associativity
of binary operators. Thus, the formula a UbU ¢ is not well-formed, i.e. it needs brackets to disambiguate
between aU (bUc¢) and (aUb) Uc. We shall use similar rules for other logics.

The semantics of LTL are traditionally defined on Kripke models (see Definition 2.2). We will however
define them on interpreted systems (see Definition 2.5) here for consistency. Note that, in order to save
space, we shall assume throughout the rest of this report that AP is a finite set of propositional atoms.

3G, F, and X are sometimes written symbolically as O, <, and O respectively.
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Definition 2.8 (LTL Semantics). Let Z = <(Li, Act;, P;, ti)ieAgt S h> be an interpreted system, and
m € Pth a path in Z. We define Z, 7 =11 ¢ by induction on ¢ € LTL:

o I,m Frn T;

e 7.7 =i, p iff w(0) € h(p) for p € AP;

o I,m i~ M Z, 7 Frn 3

o I,m . 1 A w2 M Z,m . 01 and Z, 7 Fpr, 23

o I,m w1 V2 Ml I, m f=pn 1 or I, v @2

o I,m 1 = 2 M I, m i, 1 or I, m =, 23

o 7.7 L, p1 < o iff either Z, 7 iq w1 and Z, 7w e, @2, or Z,m i w1 and Z, 7 FErn 923
o I,7 i X iff T, w51 e 0

e 7.7 = F o iff there exists some ¢ > 0 such that Z, 7>; Frm ¢;

o Z.m = G iff for all ¢ > 0 we have Z, m>; =1 ¢

o Z.m F=rm 1 U iff there exists some ¢ > 0 such that Z,7>; o @2 and for all numbers
0 <j<iwehave Z,m>; = ¢1;

o 7,7 f=1r. 1 W e iff either (i) there exists some ¢ > 0 such that Z,7>; . @2 and for all
0 <j <iwehave Z,m>; Frm. @1, or (it) for all k > 0 we have Z, m>p =i ¢1;

o 7.7 v @1 Ry iff either (i) there exists some ¢ > 0 such that Z,7>; i 1 and for all
0 <j <iwehave Z,m>; Frm. @2, or (i) for all k> 0, we have Z, >y, =1 2.

A formula ¢ € LTL is true at a global state g € G in an interpreted system Z (written as Z, g Erm ¢)
iff it is true on all paths 7 € path(g) starting at g (i.e. Z, 7 1o ©).

The intuitive meanings of the temporal operators X, F, G, U, W, and R are “neXt state”, “some
Future state”, “all future states (Globally)”, “Until”, “Weak-until”, and “Release” respectively [49]. For
example, the LTL formula a U b expresses the property that a holds until b holds. There also exist past
temporal connectives Y, S, O, and H which are opposite to X, U, F, and G respectively [49]. Their intuitive
meanings are “Yesterday”, “Since”, “Once”, and “Historically”. However, adding these operators does
not increase the expressiveness of LTL.

From this point onwards, we will omit the operators |, —, and < in all logics for the sake of
conciseness. We can always express them using the following propositional equivalences:

L=-T Y1 P2 = o1 Vo P14 92 = (1 Ap2) V (21 A —p2)

In fact, the set {T,—,A,X,U} forms an adequate set of connectives® for LTL [49], i.e. all the other
operators (V, F, G, W, and R) can be expressed using equivalences:

1V 2 = (1 A ) Fo=TUgp Gp=-F-p==(TU-p)
P1Wepa=p1Upa VG =1 Upa V= (TU-g) ©1 Rpa = = (—p1 U=ps)

Model checking of an LTL formula ¢ is typically performed by constructing a non-deterministic Biichi
automaton 2, = (Sgl7 24P Ty, Rgl,]-') equivalent to —p (see Section 2.4) and then checking if no fair
path exists in the product of the interpreted system and the automaton. More precisely, Z, g Ferp, ¢ iff
there exists an initial state s; € Iy of the automaton and a path m € path((g,sr)) in Z x -, starting
at (g,sr) such that F is visited infinitely often along m. Please refer to [34] for more details about
how this is performed in practice by converting LTL model checking to CTL model checking with fairness

4Note that an adequate set is not necessarily unique for a given logic. For example, we could replace A with V and/or
U with R and the result would still be an adequate set for LTL.
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conditions using the tableau method. Another popular approach to LTL model checking is bounded model
checking [32], which transforms the model checking problem into a propositional satisfiability problem.

We shall now demonstrate the expressive power of LTL. The sample properties listed at the beginning
of this section can be expressed in LTL as follows:

1. open A X open A XX open.

2. This property cannot be expressed directly in LTL because it requires existential quantification
(while LTL formulas are implicitly universally quantified over all paths). However, it is possible
to express its converse as connected N\ G connected. If the converse does not hold in a state, then
the property is satisfied. Note that this shows that Z, ¢ [Epn —p is in general not equivalent to
Z,g Wum for a global state g € G. Compare this with paths m € Pth for which Z, 7 =, g is
defined as T, Frm, .

3. F finished.

4, 6. Neither the properties nor their converses can be expressed in LTL because they combine both
existential and universal quantification?.

5 GFred — GF green.
7—8. These properties cannot be expressed in LTL because it cannot refer to agents’ strategies.

We can see that LTL can only express properties that should hold on all paths. While it is possible to
assert the existence of a path (see item 2 above), existential and universal path quantification cannot
be combined within a single LTL formula (see items 4 and 6). Certain important properties therefore
cannot be expressed in LTL. This shortcoming is addressed by Computation Tree Logic.

2.2.2 Computation Tree Logic

Computation Tree Logic (CTL) [33] is a temporal logic which allows us to quantify over paths explic-
itly [49]. Compared to LTL, CTL adds quantifiers A and E expressing “for all paths” and “there exists
a path” respectively. Again, CTL extends the syntax of propositional logic with path and temporal
connectives:

Definition 2.9 (CTL Syntax). CTL formulas are built inductively from the set of atomic propositions
AP, by using the following grammar, where p € AP:

pu=p|T|-0loneleVe|AXe|EXp|AF@ | EFo |AGy |EGy [AlpUy] | E[pUy]
CTL denotes the infinite set of formulas generated by the above rules.

Observe that every path quantifier is coupled with a temporal operator and vice versa. The binding
priorities of the operators are the same as for LTL (e.g. EFa A b is interpreted as (EFa) A b). Similarly
to LTL, we define CTL semantics on interpreted systems (see Definition 2.5) for consistency:

Definition 2.10 (CTL Semantics). Let Z = <(L1-, Acti,Pi,ti)ieAgt ,I,h> be an interpreted system,
and g € G a global state. We define Z, g =c¢r, ¢ by induction on ¢ € LTL:

e I,9 Fcn. T

e 7.9 cm piff g € h(p) for p € AP;

* I,g Fon ¢ M I, g o ¢

o Z.g Fcm p1 A2 it 7, g =on 1 and Z, g F=cr @2

e I.g =cm o1 V2 it 7,9 = 1 or Z, g FEcm 92;

5This might not be immediately obvious in property 6. Recall that ¢1 — w2 = -1 V 2. Hence the property can
be interpreted as: on all paths the car does not turn infinitely often left or there is a path on which the car turns right
infinitely often.
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e 7,9 FEcm AXp iff for all paths 7 € path(g), we have Z, (1) Fcm. ¢;

e 7,9 FEcm EXp iff there exists a path 7 € path(g) such that Z, 7(1) o ¢;

o 7,9 =cn AF @ iff for all paths 7 € path(g) there is some ¢ > 0 such that Z, 7(i) Fcmw ¢;

e 7,9 Ecm EF @ iff there exist a path 7 € path(g) and ¢ > 0 such that Z, 7 (i) Fcm ¢;

o 7,9 =cm AG g iff for all paths m € path(g) and ¢ > 0 we have Z,7(i) =com ¢;

o 7,9 =cm EG o iff there exists a path m € path(g) such that for all i > 0 we have Z, 7(i) Fcuw ¢;

o 7,9 Ecm Alpr U o] iff for all paths = € path(g) there exists ¢ > 0 such that Z, 7 (i) FEcm @2,
and for all 0 < j <4, Z,7(j) FEcm ¢1-

o 7,9 =cm Elp1 U o] iff there exists a path m € path(g) and ¢ > 0 such that Z, 7(i) ¢ @2, and
forall 0 <j <4, Z,7(j) Fomn w1

The intuitive meanings of the temporal operators are the same as for LTL (see Subsection 2.2.1).
For example, EGp means that there exists an infinite path (starting in the current global state) such
that p holds at every single state of the path. Omne possible adequate set of connectives for CTL is

{T,—,A,EX, AF,EU} [49].

Model checking of a CTL formula ¢ is typically® performed by recursively calculating the sets of
states |[¢|l; £ {9 € G| T,g Fcm 1} of the interpreted system Z at which subformulas 1 of ¢ hold in
a bottom-up manner. For example, assuming that we have already calculated |[¢|, |[EX || is simply
the set of global states of Z which have a possible transition into [|1)||;, which we denote pres(||¢||).

Definition 2.11 (Predecessors). Let Z = <(Li, Act;, Pi?ti)ieAgt I, h> be an interpreted system and
X C G aset of global states. The existential and universal predecessors of X are defined as pre3(X) =
{g€G|3acP(g).t(g,a) € X} and prey(X) = {g € G | Va € P(g).t(g,a) € X} respectively.

Once we have calculated ||¢||;, determining whether the formula ¢ holds at a given global state g € G
(i.e. Z,g [=co @) is equivalent to checking whether g € ||¢||;. The recursive model checking algorithm
SATE,, () for CtL, which calculates ||¢]| 7, is defined as follows [49]:

Definition 2.12 (CTL Model Checking Algorithm). Let Z = <(Li, Act;, P;, ti)ieAgt S h> be an inter-

preted system and ¢ € CTL a CTL formula. The function SAT(IjTL : CTL — 2% is defined inductively
as follows:

o SATE,(T) =G

e SATLZ, (p) £ h(p) for p € AP;

o SATE,, (—p) = G\ SATE,, (¢);

o SATE, (91 A p2) = SATE,, (91) N SATE, (2);

o SATE, (91 V p2) = SATE,, (91) USATE, (2);
(
(

o SATZ  (AX ) 2 SATZ  (-EX—yp);

TL
o SATCTL EX 90) = preg (SATCTL( ))
o SATE,, (AF @) £ lfpx [SATE,, () Uprey (X)];
o SATCTL(EF 90) £ SATCTL( [TUSO]);

o SATCTL(AG 90) £ SATCTL(_‘EF _‘90);

6 Alternative approaches exist. For example, a model checking algorithm for ACTL (a universal fragment of CTL where
all path quantifiers are A) based on bounded model checking is presented in [87].
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e SATZ, (EGp) £ SATL,, (-AF —p);

CTL CTL

o SATE,, (Alp1 Uwa]) £ SATE, (= (E[-p2 U (=1 A —2)] V EG—p2));
i SAT%TL(E[LPl U 902]) £ lpr [SAT%TL(QOQ) U (SAT%TL(SDl) M pre3 (X)>]7

where 1fp denotes the least fixed point.

Given a CTL formula ¢, the algorithm calculates the set of global states of Z at which it holds. This
fact is stated formally in the following proposition.

Proposition 2.1. Let Z be an interpreted system and ¢ € CTL an arbitrary CTL formula. Then we
have SATE,, (¢) = ll¢ll; = {9 € G| T, g Fen ¢}

Similarly to LTL, we now demonstrate the expressive power of CTL. The sample properties listed at
the beginning of this section can be expressed in CTL as follows:

1. open A AX open A AX AX open.
2. connected — EF —connected.
3. AF finished.

4. EF AG deleted.

6-8. These properties cannot be expressed in CTL because it does not refer to paths (properties 5 and 67)
and agents’ strategies (properties 7 and 8).

Unlike LTL, CTL can express properties which combine existential and universal path quantifiers (prop-
erty 4). However, it is limited by the fact that every temporal operator must be coupled with a path
quantifier, which prevents CTL from expressing path specifications like property 5. Intuitively, we would
like to express it as A[GF red — GF green|, which is exactly what Full Branching Time Logic allows us
to do.

2.2.3 Full Branching Time Logic

Full Branching Time Logic (CTL*) [37] is a superset of both LTL and CTL [49]. Moreover, it is strictly
more expressive than the union of LTL and CTL, i.e. there exist CTL* formulas which cannot be expressed
in either of the two logics. CTL* supports CTL path quantifiers A and E but relaxes the restrictions on
their coupling with temporal operators:

Definition 2.13 (CTL* Syntax). CTL* formulas are built inductively from the set of atomic propo-
sitions AP. State formulas ¢ and path formulas ¢ are defined by the following mutually recursive
grammar, where p € AP:

pu=p|Tlo@|leAeleVe|Al]|E[HY]
Y=g | W[ YVAY[YVY | X |Fp |G [pUry

CTL* denotes the infinite set of formulas generated by the above rules.

CTL* semantics are very similar to LTL and CTL semantics with only a few adjustments. We will
also define them on interpreted systems (see Definition 2.5) for consistency:

Definition 2.14 (CTL* Semantics). Let Z = <(Li,Acti,Pi,ti)i€Agt ,I,h> be an interpreted system,

g € G a global state, and 7 € Pth a path in Z. We define Z, g Ecp* ¢ and Z, m Fcqp ¢ by induction
on state formulas ¢ and path formulas :

"It would appear that the CTL formula EG EF ¢ means that there exists a path along which ¢ holds infinitely often.
Unfortunately, that is not the case. Consider a simple interpreted system with three global states g1, g2, g3, four possible
transitions g1 — g1, g1 — g2, g2 — g3, and g3 — g3, and an assignment h(p) 2 {g2}. Then we have Z, g2 Fcr. P, SO
Z,91 FEcm EFp (g1 is an existential predecessor of g2) and Z, g1 [=cr. EGEFp (cycle in g1). However, there is no path
starting in g1 along which p would be infinitely often true. A similar relationship between the CTL formula AG AF p and
the LTL formula GF p is shown in [49].
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Z,9 Ecmr A iff for all paths 7 € path(g) starting at g we have Z, 7 |=cp ¥

Z,9 Ecmr E[W] iff there exists a path 7 € path(g) starting at g such that Z, 7 =opx 95

Z,g9 Ecm+ @ is defined in the same way as Z, g =cr. ¢ for other CTL* state formulas;

I ):CTL* @ iff I,?T(O) ):CTL* ®3

Z,m Ecqur ¥ is defined in the same way as Z, 7 =yp, ¢ for other CTL* path formulas.

Since LTL and CTL are subsets of CTL*, any LTL/CTL formula can be transformed into an equivalent
CtL* formula:

e Let ¢ € LTL be an LrL formula. It is equivalent to the CTL* formula A[)]. This can be seen from
the semantics of LTL:

Z,g b it Vm€path(g).Z,7m Epo ¢
iff Vre path(g).I,w ):CTL* w
iff 7,9 ':CTL* A[w]

where the second equivalence follows from the fact that ¢ contains no path quantifiers.

e CTL is a subset of CTL* in which (i) we do not allow Boolean combinations of path formulas, and
(i) each temporal connective must be preceeded by a path quantifier. An alternative definition of
CTL syntax can thus be obtained by restricting path formulas in CTL* syntax (Definition 2.13):

Yu=Xe|Fe|GeleUgp
Hence, any CTL formula is also an equivalent CTL* formula.

CTL* model checking can be performed in the following bottom-up manner®: In order to calculate
|Al¢]|l, we replace each subformula A[t)] of ¢ with a new atom p € AP such that h(p) £ |A[Y]l1,
which we calculate recursively. ¢ is now an LTL formula, so we can use the method involving automata
outlined in Subsection 2.2.1 (or any other method for model checking LTL) to calculate ||A[p]||;. Please
refer to [39] for more details about this reduction from CTL* to LTL model checking.

Let us now investigate the expressive power of CTL*. The sample properties listed at the beginning
of this section can be expressed in CTL* as follows:

1. Alopen A X open A XX open].
2. connected — E[F —connected).
3. A[F finished].
4. E[F A[G deleted]].
5. A[GF red — GF green)].
6. E[GF left] — E[GF right].
7—8. These properties cannot be expressed in CTL* because it does not refer to agents’ strategies.

We can see that CTL* can express all properties supported by LTL (1, 3, 5) and CTL (1-4). Moreover, it
can express property 6, which could not be represented as a LTL or CTL formula. The only specifications
(on our list) which CTL* cannot express are those that involve reasoning about agents’ ability to enforce
certain properties on the system. This issue is addressed by Alternating-Time Temporal Logic.

8To make things simpler, we only consider the universal path quantifier A. The existential quantifier E can be equivalently
expressed as ~A-.
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2.2.4 Alternating-Time Temporal Logic

Alternating-Time Temporal Logic (ATL) [18] is an extension of CTL for multi-agent systems. Instead of
universal and existential path quantification, ATL allows for a more fine-grained control by parametrising
temporal operators with sets of agents. This makes ATL more suitable for reasoning about open systems
(such as multi-agent systems), which interact with their environment [18]. To do this, ATL introduces
the (A) quantifier, which ranges over the set of paths that can be enforced by the agents A C Agt
(regardless of what action the other agents Agt \ A carry out) and replaces the CTL path quantifiers A
and E.

Definition 2.15 (ATL Syntax). ATL formulas are built inductively from the set of atomic propositions
AP and agents Agt, by using the following grammar, where p € AP and A C Agt:

pu=p|T|=plongleVe| (AYXe | (AYFe | (AYGe | (A)lpUy]
ATL denotes the infinite set of formulas generated by the above rules.

Unlike Lt and CTL semantics, ATL semantics are traditionally defined on concurrent game structures
(see Definition 2.4). However, we will define them here on interpreted systems (see Definition 2.5) like
we did for the previous formalisms for consistency. We first need to define the concept of a strategy.

Definition 2.16 (Individual Strategies). Let Z = <(Li, Acti, Piyti)ic pge
system and i € Agt an agent. Then a partial function f; : Trk — Act; such that for all
7 € dom(f;), fi(r) € Pi(Lig(last(7))), is an (individual) strategy for agent ¢ which maps tracks to
actions. Str; C Trk — Act; denotes the set of all strategies for agent 7 in Z. The set of all strategies
is defined as Str £ Uicage Stri-

Let A C Agt be a set of agents. Then an agent assignment is a function o : A — Str which maps
each agent i € A to a strategy «(i) € Str;. The set of all agent assignment for agents A is denoted as
AAsg 4. The set of all agent assignments is defined as AAsg £ Uacag AA4594-

1, h> be an interpreted

Intuitively, an agent assignment maps agents to strategies, which in turn map histories of the system
to the next actions of the agents. Given an agent assignment o € AAsg 4 for a group of agents A C Agt,
we want to find the set of paths that the agents can enforce (if they follow «) regardless of the other
agents’ behaviour. This is referred to as the set of outcomes.

Definition 2.17 (Outcomes). Let Z = <(Li7 Acti,Pi,ti)ieAgt , h> be an interpreted system, g € G a
global state, A C Agt a set of agents, and o € AAsg 4 an agent assignment for A. The set of outcomes
out(g,«) contains all paths 7 € Pth such that (i) 7(0) = g, and (i) for all k¥ > 0, there exists a
joint action a € P(w(k)), such that ¢(w(k),a) = w(k + 1) and for all i € A, if 7<, € dom(«(7)), then
ai(a) = a(i) (m<i).

Finally, we are ready to define ATL semantics. Intuitively, a formula {A)¢ is true iff the agents
A C Agt can enforce .

Definition 2.18 (ATL Semantics). Let Z = <(Li, Acti,PZ-,ti)ieAgt A, h> be an interpreted system,
g € G a global state, and A C Agt a set of agents. We define Z, g =ar. ¢ by induction on ¢ € ATL:

e 7,9 Fam T;

e 7,9 Famn p iff g € h(p) for p € AP;
L9 Fan @ ML, g Fam ¢;

Z,9 Fan 1 A2 iff T, g Fan @1 and Z, g Far ©2;

Z,g=am 1 Vo if Z, g Eam 1 or Z, g Eam @2

Z,9 Ean (AYX ¢ iff there exists an agent assignment o € AAsg,, such that for all paths
7 € out(s, ) we have Z, (1) Ear ¢;
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e 7,9 Ear. (A)F @ iff there exists an agent assignment o € AAsg,, such that for all paths
7 € out(s, ) there exists ¢ > 0 such that Z, 7(i) Fam ¢;

)
e 7.9 Ear (A)Go iff there exists an agent assignment o € AAsg,, such that for all paths
m € out(s,a) and ¢ > 0 we have Z, 7 (i) Earn. ©;

e 7,9 Ean (A)[p1 U ps] iff there exists an agent assignment o € AAsg, such that for all paths
m € out(s,a) there exists ¢ > 0 such that Z,7(i) Famn @2 and for all 0 < j < i we have

7, 77(]) ':ATL P1-

The meaning of the temporal operators is the same as in LTL and CTL. For example, the ATL formula
{{a,b}))Gp means that there are strategies for agents a and b such that no matter what the other agents
do, p will be always true. We can now see the relationship between CTL and ATL: Given a CTL formula
¢ € CTL, an equivalent ATL formula ¢’ € ATL can be obtained by replacing every subformula of the
form E[¢] and A[y] with {Agt)yp and (@)1 respectively [18].

Similarly to CTL* (see Subsection 2.2.3), which extends CTL by relaxing its syntax constraints (see
Subsection 2.2.2), Full Alternating-Time Logic (ATL*) extends ATL by relaxing its syntax constraints, i.e.
(i) ATL* syntax distinguishes between state and path formulas and (ii) quantifiers ({A4)) and temporal
operators (X, F, G, U) need not be coupled any more. ATL* semantics are modified analogously (see
Definition 2.14). The result is a strictly more expressive logic [18].

The model checking algorithm for ATL is very similar to the one for CTL (see Definition 2.12). The
main difference is that the predecessor function must take into account the quantified group of agents.
For example, if we have already calculated the set of global states ||¢||; of an interpreted system Z where
the ATL formula ¢ holds, the set of global states ||{A)F ¢||; where (A)F ¢ holds (A C Agt is a set of
agents) is equal to lfpy [||¢|l; U pre4(X)] where:

pre s (X) = {g €G ‘ Ja € (Acti);c 4 Va' € (Acti)ic agpya - (9, (a,a)) € X}

Please refer to [65] for a complete model checking algorithm for ATL. Model checking ATL* is much
more difficult. Although a theoretical model checking algorithm for ATL* is provided in [18] (in the form
of a constructive proof of ATL* model checking complexity), we are not aware of any existing tool that
would support it. If this is true, then we have created the first model checker for ATL* as part of this
project (see Section 1.3).

We shall now demonstrate the expressive power of ATL. The sample properties listed at the beginning
of this section can be expressed in ATL as follows:

1. open A (D)X open A (BYX(BYX open.
2. connected — ((Agt)F —connected.

3. (DYF finished.

4. (Agt)F(O)G deleted.

5. This property cannot be expressed in ATL because it does not refer to paths. It can however be
expressed in ATL* as (@) (GF red — GF green).

6. This property cannot be expressed in ATL because it does not refer to paths. It can however be
expressed in ATL* as [(Agt)GF left] — [(Agt)G F right].

7. {{firewall, antivirus}) G —hacked.
8. This property cannot be expressed in ATL/ATL* because it does not refer to strategies directly.

ATL and ATL* allow us to express almost all properties on our list. The only exception is property 8,
which cannot be expressed in either ATL or ATL* because it refers to agents’ strategies directly, while
both logics treat strategies only implicitly (via the {A) quantifier). This limitation of ATL and ATL* is
addressed by Strategy Logic.
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2.2.5 Strategy Logic

Strategy Logic (SL) is a new formalism introduced in [76], which strictly subsumes ATL*. Instead
of quantifying over agents in formulas, SL quantifies over strategies explicitly, allowing us to express
properties like “agents a and b share the same strategy” or even game-theoretic concepts like Nash
equilibria. To do this, it augments the syntax of LTL (see Definition 2.7) with three operators: universal
strategy quantifier [z]¢, existential strategy quantifier {x )¢, and agent binding (a, x)¢.

Definition 2.19 (SL Syntax). SL formulas are built inductively from the set of atomic propositions
AP, strategy variables Var, and agents Agt, by using the following grammar, where p € AP, x € Var,
and i € Agt:

pu=p|TlploAploVe | Xe|Fo|GploUp|{zhe | [=]e| (G, z)p

SL denotes the infinite set of formulas generated by the above rules.

We define vars(p) C Var to be the set of strategy variables quantified in an SL formula ¢ (e.g.

vars({a) [y] (a, z) (b, y)X{z) (b, 2)F p) = {x,y, z}). Similarly to first-order languages, we define the set of
free agents/variables of a formula which contains (i) all agents for which there is no binding after the
occurrence of a temporal operator and (ii) all variables for which there is a binding but no quantifications.

Definition 2.20 (Free Agents/Variables). The set of free agents/variables of an SL formula is given
by the function free : SL — 249*°Ver defined as follows:

1. free(T) =0

2. free(p) 2 (), where p € AP;
. free(—p) £ free(y);

3
4. free(p A p2) 2 free(py) U free(ips);

6. free(;p1 Upg) = Agt Ufree(pr) U free(ps);
7. free(Qn ) = free(p) \ {x}, where Qn € {[[z], (=) : x € Var};

8. free

(
(
(
(
5. free(Op ) £ Agt U free(y), where Op € {X,F,G};
(
(
((i,z)p) = free(yp), if i ¢ free(p), where i € Agt and x € Var;
(

(
9. free((i,x)p) = (free(p) \ {i}) U {z}, if i € free(p), where i € Agt and = € Var.

A formula ¢ € SL is agent-closed (resp. variable-closed) iff free(p) N Agt = 0 (resp. free(¢) N Var = 0).
A formula ¢ € SL is a sentence iff it is both agent-closed and variable-closed.

Consider an interpreted system with agents Agt = {a, b, c} and the SL formula ¢ = {z)(a,z)(b,y)Fp
[72]. We have free(yp) = {c,y} because agent ¢ is not bound to any variable after Fp and variable y is
not quantified. We also have free((c, 2)¢) = {y, 2z} and free((a, z)p) = free(p) because ¢ € free(p) and
a ¢ free(p). Hence, (¢, z)p is agent-closed while (a, z)¢ is not.

Before defining the basic concepts necessary for SL semantics, we briefly explain an important at-
tribute of SL formulas called the alternation number, which we need in order to be able to describe SL
model checking complexity (see Table 2.1). It refers to the maximum number of quantifier switches {(-)[-],
FIED, d»=4-» or [-]=[] that bind a variable in a subformula that is not a sentence. To determine
the alternation number of an ST formula, we first replace all its subsentences with atoms and then count
the number of quantifier switches. For example, consider an interpreted system with agents Agt = {a, b}
and the SL sentence ¢ = [z]{y)(a,z)(b,y)F ¢’ with ¢’ = [z](y)(a,z)(b,y)Xp [72]. The alternation
number of ¢ is 1 because ¢’ is a sentence and there is one quantifier switch in [z]{y)(a, z)(b, y)F pyr
(the subsentence ¢’ is replaced with an atom p,). However, if we replaced ¢’ with ¢” £ [2](a,2)Xp in
©, the alternation number of ¢ would be 2 because ¢’ is not a sentence. Please refer to [72] for more
details about this concept.

We shall now define several basic concepts relevant to SI semantics. Since we allow strategies to be
shared among agents, we first need to slightly modify strategies (see Definition 2.16):
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Definition 2.21 (Shared Strategies). Let Z = <(Li, Acti, Piyti)ic agr
and A C Agt a non-empty set of agents. Then a partial function fa : Trk — Acta, such that for all
agents i € A and tracks 7 € dom(f4), fa(7) € Pi(lig(last(7))), is a shared strategy for agents A which
maps tracks to actions. SStry C Trk — Act denotes the set of all shared strategies for agents A.
The set of all shared strategies is defined as SStr £ Uféggt SStr 4.

I, h> be an interpreted system

Observe that an individual strategy f; € Str; for an agent i € Agt (Definition 2.16) is also a shared
strategy (Definition 2.21), i.e. f; € SStrg;. So shared strategies are a generalisation of individual
strategies, i.e. Str C SStr. We shall see that many SL concepts are generalisations of those of ATL.

In order to determine the set of strategies over which a variable can quantify, we need to know which
agents are bound to it. We thus introduce the set of sharing agents. Intuitively, it refers to the set of
agents that share a variable within a formula.

Definition 2.22 (Sharing Agents). Let Z be an interpreted system. The function sharing : SLx Var —
249 returns the set of agents sharing a variable in an SL formula. It is defined inductively as follows:

1. sharing(T,z) £ 0;

2. sharing(p, ) £ ), where p € AP;

3. sharing(—g, ) £ sharing(¢, z);

4. sharing(¢1 Op o, ) = sharing(yy, ) U sharing(p2, z), where Op € {A, V};

6. sharing(¢1 U g, z) £ sharing(yp1, z) U sharing(¢s, 7);

7. sharing(Qn ¢, z) = sharing(y, z), where Qn € {[y], (y) : v € Var};
8. sharing((i,z)p, ) £ {i} Usharing(p, z);

(i

(
(
(—e
(
5. sharing(Op ¢, z) = sharing(y, x), where Op € {X,F, G};
(
(
(
9. sharing((i,y)¢, r) = sharing(p, x), where y € Var \ {z};

Note that for conciseness we assume throughout this report that every variable is quantified at most
once in a given formula. This can be easily ensured by renaming variables which are not free in the
formula (e.g. (a, 2) (@) (b, 2)Xp = (a,2) (y)(a,y)Xp # (a,y) (=) (a, 2)Xp).

When we define the modelling relation for SL, we will somehow need to keep track of the strategies
assigned to variables and agents. This information is encapsulated in an assignment.

Definition 2.23 (Assignments). Let Z = <(L7;, Acti,Pi,ti)ieAqt A,
assignment is a partial function y : Var U Agt — SStr which maps variables and agents in its domain
to shared strategies. The set Asg C Var U Agt — SStr contains all possible assignments.

An assignment x € Asg is complete iff it is defined on all agents, i.e. Agt C dom(x). The set
CAsg C Asg contains all complete assignments.

h> be an interpreted system. An

Observe that an agent assignment a € AAsg 4 for a set of agents A C Agt (Definition 2.16) is also
an assignment (Definition 2.23), i.e. @« C Asg. Hence, SL assignments are again a generalisation of ATL
agent assignments, i.e. AAsg C Asg. In addition, we also have AAsg,,, C CAsg because dom(a) = Agt
for all @ € AAsg py-

Assume that the history of the system has been p € Trk. Given some strategy f € SStr, we would
like to determine the equivalent strategy (f) » € SStr for the new history after p. Informally, we want to
cut off the past. This is achieved by translating the strategy.

Definition 2.24 (Strategy Translation). Let Z = <(Li,Acti,Pi,ti)ieAgt,
system, f € SStra a shared strategy for a set of agents A C Agt, and p € dom(f) a track

A

in its domain. Then (f), € SStra denotes the translation of f along p with dom((f),) =
{p' € track(last(p)) | p- P5y € dom(f)} such that (f), () £ f(p- ps,) for all p' € dom((f),)-

1 ,h> be an interpreted
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For example, let f € SStr4 be a shared strategy for agents A C Agt and p = [go, 91, 92] and p’ =
[92, 3, 4] two tracks such that p-p%, = [go, 91, 92, 93, 94] € dom(f). Then we have f([go, 91,92, 93, 94]) =
(f), ([92, g3, 9a]). Effectively, we have cut off the past history [go,g1] and treat g> as the starting state.
This notion can be easily extended to assignment translation.

Definition 2.25 (Assignment Translation). Let Z = <(Li,Acti,Pi,ti)ieAgt,
system, xy € Asg an assignment, and p € Trk a track. Then (X)p € Asg denotes the translation of x

A

along p such that dom((x),) £ dom(y) and (x), (1) = (x (1)), for all I € dom(x).

1 ,h> be an interpreted

We can now define the notion of a play. Intuitively, a play is the unique evolution of an inter-
preted system determined by the current global state and agents’ strategies (encapsulated in a complete
assignment).

Definition 2.26 (Plays). Let Z = <(Li,Acti,Pi,ti)ieAgt ,I,h> be an interpreted system. A path
7 € path(g) starting at a global state g € G is a play w.r.t. a complete assignment x € CAsg ((x,9)-
play, for short) if, for all ¢ > 0, it holds that (i + 1) = t(n(3), (x(a)(7<;) : @ € Agt)). The function
play : CAsg x G — Pth returns the (x, g)-play play(x, g) € Pth(g), for all pairs (x, ¢g) in its domain.

Once again, SL plays are very similar to ATL outcomes (see Definition 2.17). The difference between
the two concepts is that play(x, g) is based on a complete assignment and therefore is unique (since the
complete assignment determines the next action of every agent). In contrast, out(g, @) is a set of paths.
The two concepts are essentially equivalent if we require that o € AAsgy,, since AAsg g, C CAsg.

Informally, given a complete assignment, which contains the strategies of all agents, and the current
global state, we know exactly how the whole system will evolve. This idea is formalised in the following
definition.

Definition 2.27 (Global Translation). Let Z = <(Li7 Act;, P;, ti)ieAgt , h> be an interpreted system,
x € CAsg a complete assignment, and g € G a global state. Then the i-th global translation of (x, g),

A

with i > 0 is defined as (x,g)" £ ((X)ﬂ'gj , (1)), where m £ play(x, g).

We need to define one more concept before we give the SL semantics. When an agent binding (4, x) is
encountered, we must update the assignment so that the strategy assigned to agent i € Agt is the same
as the one for the variable z € Var. We generalise this concept of redefinition to an arbitrary partial
function.

Definition 2.28 (Redefinition). Let A, B be two arbitrary sets, f : A — B a partial function, and
a € A, b € B elements of the sets. Then, f[a— b : A = B denotes a new partial function defined
on dom(f[a + b]) = dom(f) U {a} such that fla ~ b](a) = b and fla — b](a’) = f(a’) for all

a’ € dom(f)\ {a}.

We are now finally ready to define SL semantics. Intuitively, a formula (x)¢ is true iff there exists
a strategy for = such that ¢ is true. Conversely, a formula [«]p is true iff for all strategies assigned to x
we have ¢. (a,z)p simply binds the strategy assigned to variable z to agent a.

Definition 2.29 (SL Semantics). Let Z = <(L17A6t7:7pi,ti)ie,49t,

g € G a global state, ¢ € SL an SL formula, and x € Asg an assignment with free(¢) C dom(x). The
modelling relation Z, x, g =s;, ¢ is inductively defined as follows:

1. IaX7g ':SL T.
2. I,x,9 Fsup iff g € h(p), with p € AP.

I,h> be an interpreted system,

3. For all formulas ¢, @1, @2 € SL, it holds that:

(a) Z,x,9 Fs. ~w iff Z,x, g Fsu @;
(b) Z,x,9 Esu o1 A2 it T, x, g s o1 and Z, x, g st @2;
(€) I,x,9g Esu o1 Vo2 iff T, x, 9 F=s @1 or 7, X, g [=su @2




2.2. Specification Languages 29

4. For all variables z € Var and formulas ¢ € SL, it holds that:

(a) Z,x, 9 Fs. {x) iff there exists a strategy f € SStrsparing(e,) Such that Z, x[z — f], g Fsw ¥
(b) Z,x, 9 s [x]p iff for all strategies f € SStrsharing(e,x) it holds that Z, x[z +— f], g F=s. .

5. For all agents ¢ € Agt, variables « € Var, and formulas ¢ € SL, it holds that Z,x, g s (4, 2)p
iff Z, x[i = x(2)], 9 Fs. -

6. For all formulas @, 1, p2 € SL, it holds that:
(2) Z,x, 9 Fsu X¢ iff Z, (x,9)" Fsu 5
(b) Z,x, g s F iff there is an index i > 0 such that Z, (x, 9)" Es. ¢2;
(¢) Z,x,9 FEs. Gy iff for all indices ¢ > 0 it holds that Z, (x,9)" s @2
)

(d) Z,x, 9 Es. ¢1 U g iff there is an index ¢ > 0 such that Z, (X, g)i Es. p2 and, for all indices
0 < j < it holds that Z, (x, 9)’ [=s. ©1-

To our best knowledge, there are no existing model checkers for SL. The aim of this project is to
develop the first such tool (see Section 1.1). The model checking problem for SL is formally defined as:

Given an interpreted system Z, a global state g € G, an SL formula ¢ € SL, and an assignment
X € Asg with free(p) C dom(x), determine whether Z, x, g =s1. ¢.

In addition to model checking, we are also interested in the problem of strategy synthesis. Informally,
we want to construct strategies which make a particular SL formula true. More formally, the strategy
synthesis problem is defined as:

Given an interpreted system Z, a global state ¢ € G, and an SL formula ¢ € SL, find an
assignment y € Asg with free(p) C dom(y) such that Z, x, g Es. ¢.

Let us now investigate the expressive power of SL. The sample properties listed at the beginning of
this section can be expressed in SL as follows:

1. pv (open A X open A XX open).
2. connected — p3F —connected.
3. pvF finished.

p3F ovG deleted.

pv (GF red — GF green).
[p3GF left] — [p3GF right].

<<xﬁrewall >> <<xantivirus >> ( [[1'1]] )iEAgt\{ﬁrewall,antivirus} ((Z’ xi))iEAgt G —hacked.

® N e

[[{IJ]] (pla'yerh .’IJ) (player27 .TJ)([[LI?ZH (Z7 xi))iGAgt\{playcrl,playcrz} G (ﬁwinl A ﬁ’wi’ﬂg).

where p3 2 ((x;) (4,%i)) i age a0d v = ([l (4, 2:))sc ags are two prefixes. This demonstrates that SL

is more expressive than any of the previous formalisms including ATL* because it quantifies and binds
strategies explicitly. However, there are other types of specifications which SL does not support. These
include statements about agents’ knowledge, which can be expressed using epistemic modalities.

2.2.6 Epistemic modalities

All formalisms defined so far deal only with time. However, there are other modalities (e.g. knowledge,
necessity, belief, etc.) which can be expressed by extending one of the logics described in the previous
subsections. In this subsection we discuss epistemic modalities expressing agents’ knowledge.

Modelling agents’ knowledge in multi-agent systems is very useful because it allows us to reason about
the decision making process of individual agents as well as the interactions within a group of agents [42].
Syntactically, the knowledge of (groups of) agents is represented using epistemic connectives with the
following informal meanings:
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Kip — agent i € Agt knows that ¢ is true (individual knowledge);

e E4 ¢ —each agent in A C Agt knows that ¢ is true (group knowledge);

e Dy — all agents A C Agt (together) know that ¢ is true (distributed knowledge);

e C4 ¢ — it is common knowledge® among agents A C Agt that ¢ is true (common knowledge).

Any of the logics described in the previous subsections can be augmented with the epistemic connectives.
For instance, if we extend ATL (see Subsection 2.2.4) with the new operators, we obtain Alternating- Time
Temporal Logic with Knowledge (ATLK).

Definition 2.30 (ATLK Syntax). ATLK formulas are built inductively from the set of propositional
atoms AP and agents Agt, by using the following grammar, where p € AP, i € Agt, and A C Agt:

pu=p|[TlwloheleVel (A)Xe | (AYFe | (A)Ge | (A)lpU¢][Kip |Eap|Dap|Cap

ATLK denotes the infinite set of formulas generated by the above rules.

The semantics of agents’ knowledge is traditionally based on epistemic accessibility [61]. Intuitively,
two states are epistemically accessible if they are indistinguishable by an agent. This is formally rep-
resented using a binary epistemic accessibility relation on states of the system. In interpreted systems
(see Definition 2.5), the individual epistemic accessibility relation ~, C G x G of an agent i € Agt is
naturally induced by its local states: two global states g1, g2 € G are indistinguishable by the agent iff
its local states are the same, i.e. l;g(g1) = l;r(g2). A formal definition follows.

Definition 2.31 (Epistemic Accessibilities). Let Z = <(Li7Acti,Pi,ti)i€Agt,
system. Let i € Agt be an agent and A C Agt a set of agents. Then the epistemic accessibility relations
on G are defined as:

1, h> be an interpreted

e The individual epistemic accessibility relation ~, of the agent ¢ is defined by g ~, ¢’ if and only
if ig(g) = lig(¢’), i.e. the local states of agent 7 in global states g and ¢’ are the same.

e The group epistemic accessibility relation ~E of the set of agents A is defined as ~§ 2 ica N
i.e. the local states of at least one agent in A in global states g and ¢’ are the same.

e The distributed epistemic accessibility relation ~5 of the set of agents A is defined as ~§ =
ﬂjeA ~;, i.e. the local states of all agents in A in global states g and g’ are the same.

e The common epistemic accessibility relation ~§ of the set of agents A is defined as ~§ 2 (~§) ",
i.e. transitive closure of group accessibility relation.

We then ascribe knowledge to agents in the following sense [42]: We say that an agent knows a fact
iff it is true at all the worlds he considers possible, i.e. in all states that he cannot distinguish from the
current one. This interpretation of knowledge is reflected in the semantics of the epistemic connectives
Ki, EA, DA7 and CA.

Definition 2.32 (ATLK Semantics). Let Z = <(L¢,Acti,Pi,ti)i€Agt 7I,h> be an interpreted system,
g € G a global state, i € Agt an agent, and A C Agt a set of agents. We define Z,g Farx ¢ by
induction on ¢ € ATLK:

o 7.9 Famnx K o iff for all states ¢’ € G such that g ~, ¢’ we have Z, ¢’ Eamx ¥;

o 7,9 =amx Ea o iff for all states ¢’ € G such that g ~§ ¢’ we have Z, ¢’ FEamx ¢

T,9 Eamx Da o iff for all states ¢’ € G such that g ~0 ¢’ we have Z, ¢’ F=amnx ¢;

Z,g9 Eamx Ca p iff for all states ¢’ € G such that g N% g’ we have Z, ¢ Eanx ¥;

e 7,9 Eanx ¢ is defined in the same way as Z, g =am, o for other ATLK formulas.

ICap = N2 Ef4 p=EspANEAE4@A... ie. each agent in A knows that ¢ is true, each agent in A knows that each
agent in A knows that ¢ is true, ...
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Logic | Complexity | Complexity w.r.t. |¢| Complexity w.r.t. |Z|
Lrn | 2°0¢DO(|Z]) | PSPACE-COMPLETE | NLOGSPACE-COMPLETE
CtL | O(lg| x |Z]) LOGSPACE NLOGSPACE-COMPLETE
cru* | 200¢DO(|Z]) | PSPACE-COMPLETE | NLOGSPACE-COMPLETE
ATL | O(le| x |Z) P-COMPLETE P-COMPLETE
ATL* |I\2O(W 2EXPTIME-COMPLETE P-COMPLETE

SL — NONELEMENTARY P-COMPLETE

Table 2.1: Model checking complexities of various logics [18,38,58,72,84]. || and |Z| denote the size
of the formula and the model respectively. The precise lower and upper bounds on SL complexity with
respect to the size of the formula are k-EXPSPACE-HARD and (k + 1)-EXPTIME respectively where k is
the alternation number of ¢ [72].

2.2.7 Model Checking Complexity

In this subsection we discuss the computational complexity of the model checking problem. Table 2.1
shows model checking complexities for the logics described in the previous subsections. We can make
the following observations:

e There is a clear correspondence between expressiveness of a logic and its model checking complexity
(as expected).

e The complexity of model checking of all logics discussed in this section is P with respect to the
size of the model 7.

e The complexity of model checking LTL and CTL* is exactly the same. Nevertheless, there are not
many practical tools for CTL* verification. This is probably due to the fact that (i) LTL model
checking is faster than CTL* model checking in practice despite the theoretical complexity results,
and (7)) branching-time logics are less natural than linear-time ones [84].

e While both CTL and ATL formulas can be checked in time O(|p| x |Z]), the theoretical complexity
of CTL is lower because it is related to graph reachability, whereas ATL model checking is related
to AND-OR graph reachability [18].

It is important to emphasise that the size of the model |Z| refers to the number of states (not variables).
In general, adding one Boolean variable to a system doubles the size of the model. This is sometimes
referred to as the state explosion problem. The size of a model with m Boolean variables is O(2™). More
generally, the size of a model with n variables where the i-th variable has v; possible values is O(T]}_; v;).
It is often the case that they are internally represented using m = > [log, v;| Boolean variables (e.g.
when using BDDs, see Subsections 2.3.1 and 2.3.2). Since models are usually described implicitly in the
form of a program (based on variables), CTL complexity is sometimes stated as PSPACE-COMPLETE with
respect to program size [64].

2.2.8 Summary

In this section, we have described several well-established temporal logics as well as the relatively new
SL formalism, which is central to our project. We gave the syntax and semantics of all logics. We also
briefly outlined how they can be model checked and compared their relative expressiveness on a fixed set
of properties. The following diagram summarises the relationships between the logics (L; — Lo means
that Lo is strictly more expressive than Lj):
ATL
-
CTL ATL* — SL
CrL*

LTL

We also discussed epistemic modalities expressing agents’ knowledge and provided the model checking
complexities of all logics.
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Verification technique Number of states
Explicit approaches 108

Binary decision diagrams | 10%°

Bounded model checking | 1000

Symmetry reduction 10150

Predicate abstraction 101000

Table 2.2: Approximate state spaces that can be handled by various techniques [62].

T |y | ~(zAy)
010 1
01 1
1]0 1
1)1 0

(a) Truth table

Figure 2.1: Truth table, a binary decision tree (BDT), and a binary decision diagram (BDD) for the
propositional formula = (z A y).

2.3 Verification Methods

Once we have converted a system S and a property P to a model Mg and a formula ¢p respectively
(as described in the previous sections), we can verify whether the system indeed satisfies the property
by checking [62]:

Ms,s0 = op

where sq is the initial state of the system. As we have already mentioned, it is often more convenient to
calculate the set of states [|ppl| \, at which ¢p is true first:

leplipg = {s | Ms, s = op}

Verifying that the system satisfies the property is then equivalent to checking sg € ||¢p|| Ms-

As an example demonstrating this approach, the recursive model-checking algorithm SAT ¢y, for CTL
was presented in the previous section (see Definition 2.12). We can use it directly to verify an arbitrary
property of an arbitrary system (so-called explicit model checking). However, models are rarely given
explicitly, but instead, in the form of a program. Moreover, we would like to avoid direct calculation
of the set operations, which could be very slow. Therefore, other more efficient techniques have been
proposed and implemented. Table 2.2 shows the maximum state spaces that can be handled by various
techniques.

2.3.1 Binary Decision Diagrams

Binary decision diagrams [49] are a technique for representing propositional formulas (similarly to truth
tables). Figure 2.1 shows a truth table (Figure 2.1a) and a binary decision tree (Figure 2.1b) for the
propositional formula — (z A y).

Definition 2.33 (Binary Decision Trees). A binary decision tree (BDT) is a complete binary tree
whose non-terminal nodes are labelled with Boolean variables (z1, x2, ..., ) and whose terminal
nodes are labelled with Boolean values 0 and 1. Each non-terminal node of a BDT has two outgoing
edges — one solid line and one dotted line (representing that the corresponding Boolean variable is 1
and 0 respectively). A BDT has one layer of non-terminal nodes for every Boolean variable.

A binary decision tree f represents a Boolean function f(z1,zs,...,2,). Given an assignment to
all variables x1, x3, ..., T, occuring in f, we determine the value of the function as follows. We start
at the root of f. If the current node is non-terminal with label x;, we follow the solid line when z; = 1
and the dotted line when z; = 0. If the current node is terminal, the value of the function is the label
of the terminal node (0 or 1).
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(c) BDD after C2 optimisation (twice) (d) Final reduced BDD after C3 optimisation

Figure 2.2: All reduction steps of the BDT for the formula (z A y) V (y A 2) V (2 A x) using optimisations
C1-C3.

A BDT for a formula ¢ (x1,29,...,2,) with n variables has 2" — 1 non-terminal nodes and 2"
terminal nodes. Binary decision trees are thus no more efficient than truth tables (the truth table for
¢ (x1,%2,...,%,) has 2™ entries). Fortunately, BDTs can often be compressed. Consider the BDT in
Figure 2.1b. The left y node is redundant since both its edges point to terminal nodes labelled with
1 (although distinct). The dotted edge from the node labelled with z can thus point to a terminal
node labelled with 1 directly instead. Intuitively, once we know that z is false, the formula —(z A y) is
true regardless of the value of y. The resulting graph-based structure (Figure 2.1c) is a binary decision
diagram [49, p. 364]. Binary decision diagrams (BDDs) are a generalisation of binary decision trees.

There are three different ways for reducing a BDD [49, p. 363]:

C1. Removal of duplicate terminals. We merge all terminal 0-nodes into one 1-node. Similarly, we
merge all terminal 1-nodes into one 1-node.

C2. Removal of redundant tests. If both outgoing edges of a non-terminal node n point to the
same non-terminal node m, we can remove node n and send all its incoming edges to node m.

C3. Removal of duplicate non-terminals. If two distinct non-terminal nodes m, n are roots of two
structurally identical sub-BDDs, we can merge m and n.

The optimisations C1-C3 are demonstrated in Figure 2.2.

Definition 2.34 (Binary Decision Diagram). A binary decision diagram (BDD) is a finite directed
acyclic graph with a unique initial node whose non-terminal nodes are labelled with Boolean variables
(z1, ©2, ..., x,) and whose terminal nodes are labelled with Boolean values 0 and 1. Each non-
terminal node of a BDD has two outgoing edges — one solid line and one dotted line (representing that
the corresponding Boolean variable is 1 and 0 respectively).

A BDD is reduced iff none of the optimisations C1-C3 can be applied to it.

BDDs are often much more space efficient than BDTs [49, p. 366]. However, they still have several
drawbacks, (i) there may be multiple occurences of the same variable along a path (which is inefficient),
and (i) there is no simple way of comparing two BDDs for equivalence. Figure 2.3 shows 6 different
reduced BDDs representing the same propositional formula (demonstrating the second problem). We
can solve this problem by imposing an ordering on the variables [49, p. 367].
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(b) [z, 2, 9] (©) ly,z, 2] (d) [z, 7, 9] (e) [y, 2, 7] (f) [2,9,7]

Figure 2.3: All possible ROBDD orderings for the propositional formula z V (y A 2).

Definition 2.35 (Ordered Binary Decision Diagram). Let [x1, 2, ... 2z,] be an ordered list of variables
without duplications and f be a BDD all of whose variables occur in the list. The BDD f has the
ordering [x1, %2, ..., x,) iff for every occurence of x; followed by x; along any path in f, we have ¢ < j.

A BDD is an ordered binary decision diagram (OBDD) iff it has some ordering. An OBDD is a
reduced ordered binary decision diagram (ROBDD) iff it is reduced.

Figure 2.3 shows ROBDD with different orderings for the same propositional formula. In general, the
ordering of the chosen variable ordering has a significant impact on the size and shape of a ROBDD [49].
Note that the BDT in Figure 2.1b is ordered although it is not reduced. Although two structurally
different reduced BDDs can be semantically equivalent, once we fix the ordering of the variables, the
ROBDD for a given Boolean expression is unique. All OBDDs which are semantically equivalent thus
have a canonical form — the reduced form, which can be obtained by applying optimisations C1-C3 [62].

To sum up, ROBDDs have the following advantages (compared to truth tables) [49]:

1. They provide a compact representation of complex Boolean formulas. Nevertheless, the size of
the ROBDD representing certain Boolean functions (e.g. integer multiplication [49, p. 381]) is still
exponential.

2. They have a canonical form allowing very simple equivalence, satisfiability, and validity checking.

3. They support efficient calculation of various Boolean operations (e.g. conjunction). Please refer
to [49, p. 372] for more details about the corresponding algorithms.

These properties make ROBDDs suitable for use in verification as we describe in the next section.

2.3.2 Symbolic Model Checking

We will now describe how BDDs described in the previous subsection can be used for symbolic model
checking. We will proceed as follows:

1. Translate states to conjunctions of literals. Consider m Boolean variables x1,...z,,. They
can encode 2™ different values'®. Given a set S of states, we need n Boolean variables such that
2" < |S] [62]. The smallest n satisfying this condition is in general n = [log,|S|]. Each state
is then uniquely represented by a conjunct of the variables (e.g. fs, = (-1 A -z A+ A —xy)).
Table 2.3a shows how this can be done.

2. Translate sets of states to Boolean formulas. We can encode a set of states X = {s1,82,...,8m}
as a Boolean formula fx =\, fi = f1iV fo2 V -+ V fp,. Since each disjunct f; is a conjunction of
literals, the resulting formula fx is in DNF!!. Table 2.3b shows how this can be done.

3. Translate set operations to Boolean operations. Let A, B C S be arbitrary sets of states
represented by Boolean formulas f4, fg. We can express set operations as follows: faup = faV B
(union), fanp = fa A fp (intersection), fa\p = fa A ~fp (difference), and far = fs A —fa
(complement).

10We can think of these values as binary numbers from z1 =0,...,2Z;,m =0up to z1 =1,..., 2y, = 1.
HDisjunctive normal form.
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State | Equivalent formula Set Equivalent formula (simplified)
S1 X1 A\ X9 A X3 @ 0
So —x1 A\ g A I3 {51} —xy A g A I3
S3 -y A To A\ X3 {81,82} -] A\ Xy
Sy —x1 N xTo N\ I3 {82, 83} —xy A ((ﬁl’g A\ .’)33) V (3?2 A\ ﬁ$3))
S5 x1 N\ "x9 N\ T3 {847 S5, 85} (—\.%'1 AN xo A\ $3) \ (ml A _‘l‘g)
Sg X1 A ) A T3 S X1 \Y —T9
(a) States. (b) Sets of states.

Table 2.3: Possible encoding of states using Boolean formulas (S = {s1, s2, $3, 84, 5, S6}). Formulas for
sets of states are obtained by disjuntion, e.g. fis, 5,3 = fo,Vfs, = (021 A 222 A m3)V (w1 A ~22 A 23) =
—z1 A 2. Note that since certain conjuncts do not represent any states (e.g. x1 A 22 A x3), we do not
care if they are in a set and thus we can for example encode the set of all states simply as fg = 1. Also
note that this is not the only possible encoding of states.

4. Translate relations to Boolean formulas Let R = {(s14,515), (S24552b) ;- - -, (Smas Smb)} C
S x S be a binary relation. We can encode it as a Boolean expression fr = /i, (fsw A élb) =
(fsra A SL)V (fsza A SL )V -V (foa A FL ), where f/ is obtained from f;, by replacing variables
X1,To,...,%, with variables z},z),... 2/ . Figure 2.4 shows how a transition relation can be
encoded. Note that we need 2n variables to represent the binary relation. Relations of higher

arities can be encoded in a similar way.

This allows us to express a model Mg using BDDs for sets of states, transition relations, protocols,
etc. The function SATMs (¢ p) which recursively calculates the set of states of Mg satisfying a formula
pp can be easily modified to perform the corresponding set operations on BDDs (instead of explicitly
on sets of states).

To give a complete picture, we explain how the predecessor functions pres,prey : 2° — 25 are
translated to BDD operations. Intuitively, given a set of states X C S, preg (X) is the set of states that

can reach some state in X in one step and prey (X) is the set of states such that all states reachable in

one step from them are in X. Formally, the general definitions of the functions are!'?:

pres (X) 2 {s€ S|3s' € S.R(s,s') As' € X}
prey (X) 2 {s€ S| Vs € S.R(s,s') = s € X}

We can observe that:

prev (X) £ {s € S| Vs € S.R(s,s') = s’ € X}
=S\ {se S|~ (Vs €S R(s,s)— s €X)}
=S\{seS|3s' €S ~(R(s,s) = s € X)}
=S\{seS |3 € S.R(s,s")Ns" & X}
=S\{seS|3s' €S . R(s,s) Anse S\ X}
=S\ preg (S\ X)

Hence, we only need to explain how preg can be computed using BDDs. Let X C S be an arbitrary set
of states, R C S x S a transition relation, and fx, fr their Boolean representation (e.g. BDDs). We
calculate fye,(x) as follows!3 [62]:

1. Obtain f% by replacing all variables x; with their primed versions z}. Intuitively, we convert X
from the set of current states to the set of next states.

2. Combine the set of next states with the transition relation fr A f%. The result now already contains
the set of new current states preg (X). However, it also still contains the next states X.

12We defined the predecessor functions on interpreted systems in Definition 2.11.
13Please refer to [49] for details on how these operations can be efficiently performed on BDDs.
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s s |xm x af x| R

S1 S1 0 0 0 0 0

S1 S92 0 0 0 1 1

S1 S3 0 0 1 0 0

S1 - 0 0 1 1 -

S92 S1 0 1 0 0 0

So S92 0 1 0 1 0

S92 S3 0 1 1 0 1

ss — |0 1 1 1]~

S3 S1 1 0 0 0 1

S3 S92 1 0 0 1 0

e @ S3 S3 1 0 1 0 1

s | 1 T2 S3 - 1 0 1 1 —

s1] 0 0 - s |1 1 0 0]-

@ s5 [ 0 1 -~ s |1 1 0 1]-

. s51 10 ~ s |11 1 0] -

- 1 1 - = 1 1 1 1| -

(a) Model. (b) State encoding. (c) Transition table.

Figure 2.4: Sample encoding of the transition relation R = {(s1,s2),(s2,53),(s3,51),(s3,53)} of a
model with states S = {s1, 2,53} [62]. The Boolean formula representing the transition is fr =
(mxy A e Ay Aah) V (mxy Axe Axh A —ah) V(g A mag A ah A —ah) V(g A mxe A xh A —ah). The

value “-” (so-called “don’t care”) represents combinations encoding invalid pairs of states.

3. Calculate fyre(x) = 32132y ... 377, (fr A f%). We are effectively removing the dependence of the
current states on the next states.

2.3.3 Summary

In this section, we discussed how model checking can be performed symbolically using efficient operations
on BDDs. Compared to explicit approaches, which can handle up to 10° states, BDDs support state
spaces with up to 10?5 states (see Table 2.2). We will use BDDs in later parts of this report to describe
efficient symbolic implementations of our novel model checking algorithms for fragments of SL (see
Subsections 4.2.4 and 5.2.4).

2.4 Automata and Games

Model checking and strategy synthesis for a specification in a particular language (e.g. LTL) can often
be reduced to solving an infinite two-player game [77]. In fact, we will use this approach to provide a
novel algorithm for the verification of SL[1G] in Chapter 5. This section presents the relevant concepts.

2.4.1 w-Automata

Automata on infinite words have played a central role in specifying and verifying reactive systems (sys-
tems which do not terminate, e.g. operating systems) since their introduction in the 1960’s [43]. Infor-
mally, finite w-automata are finite state machines which accept infinite words (i.e. infinite sequences of
symbols) according to some acceptance condition. Firstly, we formally define the concept of finite and
infinite words [43].

Definition 2.36 (Words). Let ¥ be a finite alphabet with symbols a,b,¢,... € ¥. Then,

e X* is the set of all finite words over . We use small letters u,v,w,... € ¥* to denote finite
words and write u = u(0)u(1)...u(n) with u(i) € ¥ and length |u| = n.

e > is the set of all infinite words over X. We use small greek letters a, 3,7,... € ¥“ to denote
infinite words and write @ = a(0)a(1) ... with (i) € X and length |a| = w.
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Given an w-word a € ¥, the set of symbols occurring in « is:
Occ(a) = {a € ¥ | Fi.a(i) = a}
and the set of symbols occurring infinitely often in « is:

Inf(a) = {a € X |Vidj > i.a(j) =a}

An automaton (both finite and infinite) can be decomposed into a semi-automaton and an acceptance
condition [77]. We will introduce the two concepts separately. Intuitively, a semi-automaton is a finite
state machine whose edges are labelled with the symbols of a finite alphabet.

Definition 2.37 (Semi-automaton). Let S be a finite set of states and ¥ an alphabet. Then A =
(S,%,1,R) is a semi-automaton where I C S is a set of initial states and R C .S x ¥ x S a transition
relation.

A semi-automaton 2 is deterministic iff (i) I = {s;} (there is a unique initial state) and (i) for
all s € S;a € ¥ we have |{s' € S| R(s,a,s')}| =1 (there is exactly one next state for every state and
input). Otherwise, 2 is non-deterministic.

The transitions of a semi-automaton can be (equivalently) defined as a transition function § : S x¥ —
29, In the case of a deterministic semi-automaton, the transition function is simply § : S x ¥ — S.
Therefore, we will sometimes write a deterministic semi-automaton as 20 = (S, %, s1, ).

The acceptance component of an automaton is defined with respect to the set of runs of the underlying
semi-automaton on an infinite word.

Definition 2.38 (Run). Let 2 = (S,%,1, R) be a semi-automaton and o € X* an infinite word.
A run of 2 on « is an infinite word 8 € S“ such that (i) 5(0) € I and (i) for all ¢ > 0 we have

R(B(i), a(i), B(i + 1)).

There are various acceptance conditions with different expressive power and translation complexity'?.
Here we present only the most common ones [43].

Definition 2.39 (Acceptance). Let 2 = (5, %, I, R) be a semi-automaton. An infinite word o € ¥ is
accepted (according to the relevant acceptance condition) iff there exists a run 8 € S“ of 2 on « such
that:

e Biichi acceptance condition F' C S (a set of states):

Inf(8) N F # ()

Generalised Biichi acceptance condition Fi,..., F,, C S (sets of states):

Vie{l,...,k}.Inf(B) N F; # 0

e Muller acceptance condition F C 2% (a set of state sets):

Inf(8) € F

Rabin acceptance condition Q = {(F1, F1), ..., (E, Fr)} where E;, F; C S (a family of pairs
of state sets):

Ji € {1,....,k}. (Inf(8) N E; = 0) A (Inf(8) N F; # 0)

Streett acceptance condition ! = {(Fy, F1),...,(Eg, Fx)} where E;, F; C S (a family of
pairs of state sets):

Vie{1,...,k}. (Inf(B) N E; # 0) V (Inf(8) N F; = 0)

M All automata in Definition 2.39 except for deterministic (generalised) Biichi automata have the same expressive power.
However, translations between the classes often incur an exponential blow-up. Please refer to [43, Section 1.7] and [83] for
more details.
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e Parity acceptance condition c¢: S — {0,...,k} with £ € N (a colouring function):

min {c(s) | s € Inf(B)} is even

e Generalised parity acceptance condition cy,...,¢, : V — {0,...,k;} with k; € N (a family
of colouring functions):

Vie{l,...,n}.min{c;(s) | s € Inf(8)} is even

Note that the acceptance condition F' of Biichi automata is often referred to as a fairness condition.
Finally, we are ready to define an w-automaton as a combination of a semi-automaton and an acceptance
condition:

Definition 2.40 (w-Automata). Let (S, %, I, R) be a semi-automaton and F an acceptance condition.
Then A = (S,%, I, R, F) is an (existential'®) w-automaton. Lang(2A) = {a € X* | 2 accepts a} is the
language of 2.

Clearly, Biichi automata can be transformed trivially to equivalent generalised Biichi automata by
setting kK = 1 and F; = F. We also show how a generalised Biichi automaton can be converted to an
equivalent Biichi automaton. Let % = (5,3, I, R, (F1, ..., F})) be a generalised Biichi automaton [77,83].
We construct a deterministic Biichi automaton ® = ({¢1,...,qk,qa},S,q1,9,{qa}) with the transition
function § defined as:

5(‘1a,3)é(h
Ga ifseNi=k
5(qgi,s) = Git1 fseFNi<k
q if s¢ F;

The automaton © has k + 1 states and is shown in Figure 2.5. Whenever it is in state g;, it “waits”
until some state in F; is encountered. Hence, if ¢, is visited infinitely often, some state in each of the
sets F1,..., F must be visited infinitely often. Conversely, if some state in each of the sets Fi,... F} is
visited infinitely often, the state g, will be visited infinitely often.

The Biichi automaton ‘B equivalent to 2l is obtained using the automaton product of 2 (without the
generalised Biichi acceptance condition) and ®:

%:QLX®:<SX {QIv"'7QRaqa}7ZaIx {ql}aRX6aS>< {qa}>

Note that since ® is deterministic, the resulting Biichi automaton B is deterministic if and only if 2
is deterministic. Some other properties (e.g. unambiguity [77], see Definition 2.44) are also preserved.

2.4.2 Symbolically Represented w-Automata

w-automata can soon become too large to store explicitly. Therefore, it is often useful to represent them
symbolically using BDDs (see Subsection 2.3.1). In this subsection, we explain how to do that.
Let 2 = (S,%, I, R, F) be an w-automaton. We proceed as follows:

1. We represent the sets S and X using finite disjoint sets of variables Vg and Vs respectively. Fur-
thermore, we introduce another set of variables V{ = {v’ | v € Vs} so that we could represent the
binary transition relation. Subsection 2.3.2 explains how to do this in more detail.

2. We encode the initial set of states I C S as a propositional formula over Vg.

3. We encode the transition relation R C S x ¥ x S as a propositional formula over Vg U Vx U V3.

15 All w-automata in this thesis are existential because we require the acceptance condition to be satisfied by some run
(see Definition 2.39). Some authors consider V-automata instead, which accept an infinite word if all runs of the automaton
on the word are accepting [67].
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S\ F;

Figure 2.5: The deterministic Biichi automaton ©® = ({q1,...,qk,qa},S,9,q1,{qa}) for converting a
generalised Biichi automaton 2 = (S, X, R, I, (F}, ..., Fg)) to a Biichi automaton. Note that accepting
states have double borders and edges are labelled with sets of states (rather than individual states).

4. We encode the acceptance condition F as a propositional formula (or a set thereof depending on
the class of the automaton) over V.

The following definition summarises the symbolic representation of w-automata:

Definition 2.41 (Automaton Formula). Let Vg and Vy be two finite disjoint sets of Boolean variables,
7 a propositional formula over Vg, R a propositional formula over Vg U Vs U {v' | v € V5}, and F a
propositional formula (or a set thereof) over Vs. Then A5(Vs, Vs, Z, R, F) in an (existential) automaton
formula.
We often need to combine automata by means of automaton product. This can be done easily when
they are represented symbolically. Let 2 = A3(Vs,, Vs,,Z1,R1,F1) and Ay = A3(Vs,, Va,,Zo, Re, F2)
be two automaton formulas. The automaton formula representing their product is'®:

Q[l X Q[Q = AQ(VSI U VS2,V21 U VZQ,Il /\IQ,Rl /\RQ,fl U]‘—Q)

2.4.3 Translating LT Formulas to w-automata

There is clearly a resemblance between LTL formulas and w-automata. Both identify infinite paths which
are accepted according to some criterion. Therefore, it should not come as a surprise that arbitrary LTL
formulas can be translated to finite w-automata which are equivalent in the sense that they accept pre-
cisely those infinite paths which satisfy the corresponding formulas [86]. In fact, as we have already
mentioned in Subsection 2.2.1, many modern model checkers including NuSMV (discussed in Subsec-
tion 2.5.4) first translate an LTL formula to a generalised Biichi automaton (using the so-called tableau
construction [34]) and then perform CTL model checking with fairness constraints.

In this subsection we describe the standard translation [83] of LTL formulas to non-deterministic gen-
eralised Biichi automata. As explained in Subsection 2.4.1, it is straightforward to translate a generalised
Biichi automaton to a Biichi automaton. Firstly, we define what it means for an LTL formula and an
w-automaton to be equivalent.

Definition 2.42 (LTL-w-Automaton Equivalence). Fix a finite non-empty set of atomic propositions
AP. Let ¢ € LTL be an LTL formula and 2 = (S, 24P T R, .7:) an w-automaton. We say that ¢ and
A are equivalent if for every interpreted system Z and infinite path w € Pth in Z, we have:

I,7 o e iff A accepts h™ ! (n)
where h=1(r) = h=1(w(0))h=L(7(1))... and h=1(g) = {p € AP | g € h(p)} for g € G.

16We assume that 1 and 2o are generalised Biichi automata. Otherwise, the combined acceptance condition might be
different from F1 U Fs.
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We are now ready to describe how LTL formulas are translated to equivalent w-automata. Figure 2.6
shows a recursive bottom-up algorithm (referred to as standard translation) which takes as input an LTL
formula ¢ and returns a non-deterministic generalised Biichi automaton formula A3(Qg, AP, Zy, Re, Fgp)
equivalent to ¢.

Note that the standard translation can violate the constraints on the formulas Z and F in Defini-
tion 2.41, which require that they range over the state variables Vg only. It turns out that the constraint
on Z can be temporarily relaxed during the construction as it can be satisfied again at any time by
simply adding an extra state variable ¢:

AH(VS U {q}aV27QaR/\ (q HI))]:)

This is necessary only (i) when a temporal operator is encountered!” and (ii) at the very end so that
the final automaton formula satisfies the constraints. Thanks to temporarily relaxing the constraints,
we get the result summarised in the following proposition!®.

Proposition 2.2. Let ¢ € LTL be an arbitrary LTL formula with ¢ temporal operators. We can construct
a symbolic representation of a non-deterministic generalised Biichi automaton A5(Q, AP,Z,, Ry, Fy)
equivalent to ¢ in time O(|¢|) with |Q| < 2t + 1 state variables. The automaton will have at most 22:+1
states.

In order to give some intuition into how the standard translation works, we will now discuss two
examples. Firstly, we consider the LTL formula Xp. The automaton formula equivalent to p is A, =
As(0, AP,p, T,0). Since we will apply the temporal operator X, we have to ensure that the initial
state formula contains only state variables. Therefore, we add an extra state variable ¢; and obtain
the automaton formula (also equivalent to p) A, = As({q1},AP,q1,q1 > p,0). Finally, we apply the
rule for X and obtain the automaton formula Ax, = A3({q1,92}, AP, g2, (g1 <> p) A (¢2 <> ¢}), D). The
automaton is shown in Figure 2.7a. Intuitively, the variables ¢; and g2 stand for the LTL formulas p and
X p respectively. This is expressed in the transition relation by the fact that ¢; is true whenever p is true
and g5 is true whenever ¢; will be true in the next state.

Secondly, we consider the LTL formula a Ub. The automaton formulas equivalent to the atoms a
and b are A, = A3(0, AP,a, T,0) and 2, = A3(0, AP,b, T,0) respectively. The initial state formula of
the automaton equivalent to the right subformula of a Ub must contain only state variables (so that the
associated fairness formula would contain only state variables). Therefore, we introduce an extra state
variable ¢; and obtain the automaton formula 2, = As({q1},AP,q,q1 <> b,0). Before applying the
operator U, we calculate the automaton product A, x A = As({q:1},AP,a A q1,q1 <> b,0). We now
introduce another extra variable g2 which should be true whenever a Ub is true. Intuitively, go should
be true when b is true (equivalent to ¢1) or a is true and go is true in the next state. Hence, we get the
following recursive relation'®:

g2 < q1Va g

However, this specification is not sufficient because it is also satisfied by a path where a holds forever
from the current state onwards. In other words, the specification admits all paths satisfying the LTL
formula aWb = (aUb) V Ga. In order to enforce that b (¢q1) is eventually true (in case g is true in the
current state), we must add the fairness constraint:

g2 — q1

We show that given an arbitrary infinite path along which the fairness condition is satisfied infinitely
often, go is true in the first state of the path if and only if a Ub holds on the path:

=-: Assume that ¢o is true in the first state and the fairness constraint is satisfied infinitely often.
Then, either?® g, is infinitely often false (in which case b must be true after a finite number of steps

17Note that when calculating the automaton formula for ¢ U+ (in Figure 2.6), Z, need not contain only state variables
because it is neither used in a fairness constraint (like Z,, for U and Z, for F, G) nor are its variables switched between the
current and the next state (like Z, for X). Hence, every temporal operator will incur at most two new state variables in
total.

18The upper bound for the number of state variables (and consequently states) is slightly tighter than in Proposition 1
of [77].

19Note that this relation is very similar to the fixpoint rule for SATE, (E[p1 U ¢2]) in Definition 2.12.

20We use the equivalence g2 — q1 = —g2 V q1 and the fact that a disjunction fairness constraint G F (¢ V %) is equivalent
to the disjunction of fairness constraints (GF ) V (GF ).
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1 function GENBUCHI(D)
2 switch ¢ do

3 case p € AP:

4 return A5(0, AP,p, T,0)

5 case —:

6 A3(Qy, AP, Z,, Ry, F,) = GENBUCHI(p)

7 return As(Q,, AP,~Z,,R,, F,)

8 case p A\ :

9 A3(Qs, AP, Z, NIy, Ra, Fo) = GENBUCHI(p) x GENBUCHI(¢))
10 return A3(Qqe, AP, Z, ALy, Ro, Fo)

11 case ¢ VY

12 A3(Qa, AP, T, N1y, Re,Fo) = GENBUCHI(p) x GENBUCHI(9)
13 return A5(Qs, AP, Z,V Iy, Rae, Fo)

14 case X ¢:

15 A3(Qy, AP, Z,, Ry, F,) = GENBUCHI(p)

16 q := NEWVAR

17 return A3(Q, U {q},AP,q, R, A (¢ & XZy), Fy)

18 case F ¢:

19 A3(Qy, AP, Z,, Ry, F,) = GENBUCHI(p)

20 q := NEWVAR

21 return As(Q, U{q}, AP, ¢, Ry, N (q L,V Xq), Fo U{q — 1,})
22 case G:

23 A3(Qy, AP,I,,R,,F,) = GENBUCHI(p)

24 q := NEWVAR

25 return As(Q, U{q}, AP, ¢, Ry N (q < L, AN Xq), Fpo U{Z, — q})
26 case p U:

27 A3(Qs, AP, Z, NIy, Ra, Fo) = GENBUCHI(p) x GENBUCHI(¢))
28 q := NEWVAR

29 return As(Qa U {q},AP,q,Ro N (¢ Ly VI, AXq), Fo U{qg — Iy})
30 end switch

31 end function

Figure 2.6: Recursive algorithm for translating LTL formulas to non-deterministic generalised Biichi
automata (standard translation) [83]. The function NEWVAR returns a new unused Boolean variable.
For an arbitrary Boolean formula ¢, X ¢ refers to the formula obtained from ¢ by swapping all Boolean
variables with their primed versions (i.e. switching from the current state variables to the next state
variables).
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(b) Automaton for the LTL formula a U b. There are
(a) Automaton for the LTL formula Xp. There are 2 initial states and one fairness constraint (satisfied
2 initial states and no fairness constraints. at nodes with double borders).

Figure 2.7: Automata generated using standard translation. Negated variables are overlined for read-
ability (e.g. g1z stands for =q; A —qa).

in order for g2 to be true in the first state) or b is infinitely often true (so again, b will be true after
a finite number of steps). In both cases, a Ub holds (thanks to the fact that b will be true for the
first time in a finite number of steps, until which point a must be true since ¢ is true in the first
state).

<: Assume that a Ub holds on the path. Then b is true at some point in the (finite) future. Moreover,
a is true in every state until that point. Hence, by the recursive relation, ¢ is true in the first
state.

The resulting generalised Biichi automaton formula equivalent to the LTL formula aUb (obtained by
adding the recursive relation and fairness constraint to the automaton product 2, x 2}) is:

Aous = A3({q1, 02}, AP, 2. (1 < D) A (@2 = a1 VaAndh),{g = q1})

Note that the exactly same automaton formula is obtained by applying the standard translation. The
corresponding automaton is shown in figure 2.7b.

2.4.4 Determinisation

The Biichi?! automata obtained by the standard translation, discussed in Subsection 2.4.3, are non-
deterministic. In order to be able to synthesise strategies which enforce the corresponding LTL formulas,
we need to further transform the non-deterministic automata into equivalent deterministic automata.

Translation of non-deterministic automata to deterministic w-automata is typically performed using
Safra’s algorithm [82]. Although the procedure is optimal for Biichi automata, it is very difficult to
implement because it generates deterministic Rabin automata over trees, which cannot be efficiently
represented symbolically using BDDs [77].

In [77, Section 5], a new determinisation procedure for non-confluent Biichi automata, which we
will use in our novel model checking algorithm for Sr[1G] in Chapter 5, was proposed. Intuitively, an
w-automaton is non-confluent if every finite prefix of a run is uniquely determined by the last visited
state [77].

Definition 2.43 (Non-confluent w-Automata). Let 2l = (5,3, 1, R, F) be an w-automaton. We say
that 2 is non-confluent if for every infinite word o we have: if §; and 2 are two runs of 2 on « that
intersect at a position ¢y (i.e. 81(to) = B2(to)), then 51 (t) = Ba(t) for all ¢ < ty.

We show how to convert the automata generated by the standard translation to equivalent non-
confluent automata before describing the procedure itself. Firstly, we note that the standard translation
generates unambiguous automata [25]. An automaton is unambiguous if every accepted word has a
unique accepting run (although there may be other non-accepting runs).

21Standard translation constructs non-deterministic generalised Biichi automata. However, as explained in Subsec-
tion 2.4.1, it is straightforward to transform a generalised Biichi automaton into an equivalent Biichi automaton.
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Definition 2.44 (Unambiguous w-Automata). Let A = (S,%,I, R, F) be an w-automaton and set
A = (5,5, 5, R, F). We say that 2 is unambiguous iff for every infinite word o € ¥, there is at most
one accepting run 3 € S¥ of A* on o?2.
Proposition 2.3. The generalised Biichi automata generated by the standard translation in Figure 2.6
are unambiguous.

It turns out that there is a connection between unambiguous and non-confluent automata: An un-
ambiguous automaton without useless states is non-confluent [77]. Intuitively, a state is not useless if
(i) it is reachable from one of the initial states and (i) there exists some accepting run starting from it.

Definition 2.45 (Useless States). Let 2 = (S, %, I, R, F) be an w-automaton and g € S a state. We
say that g is useless if (i) there is no initial state ¢ € I such that ¢ is reachable from ¢y in 2 or (i)
there is no infinite word o € 3¢ accepted by the w-automaton 2" = (S, 3, {¢}, R, F).

Proposition 2.4. Let 2 = (S,%, 1, R, F) be an unambiguous automaton with no useless states. Then
2l is non-confluent.

Therefore, if we remove useless states from an unambiguous automaton, we obtain a non-confluent
automaton. Given an automaton 20 = (S, X, I, R, F), the set of reachable states which are not dead ends
(i.e. states which are not useless) can be calculated as an intersection of two fixpoints:

Q=lpy[JU{se€ S |3z € XJa € X. R(x,a,5)}] Nglpx {s € S| Tz € XJa € X.R(s,a,2)}

calculate reachable states remove dead ends

This is very simple to implement symbolically using operations on BDDs (see Subsection 2.3.2).
To sum up, we can convert an LTL formula to an equivalent non-confluent non-deterministic Biichi
automaton as follows (all steps can be performed symbolically):

1. We convert the LTL formula to a generalised Biichi automaton using the standard translation
(Subsection 2.4.3). The automaton is unambiguous (Proposition 2.3).

2. We convert the generalised Biichi automaton to a Biichi automaton using automaton product as
explained in Subsection 2.4.1. The transformation preserves unambiguity [77].

3. We remove useless states from the Biichi automaton using the fixpoint computation above. The
resulting automaton is non-confluent (Proposition 2.4).

Determinisation Procedure for Non-confluent Biichi Automata

A non-confluent Biichi automaton can be determinised using a new procedure presented in [77,78]3,
which is a specialisation of Safra’s algorithm for non-confluent automata. Let 2 = (S, %, 1, R, F) be a
non-confluent Biichi automaton with n reachable states. The procedure constructs a deterministic parity
automaton P equivalent to 2A. The states of P are (n + 1)-tuples of pairs (S;,m;), where S; C S is
a set of states and m; € {0,1} a Boolean flag for the visit of accepting states. The initial state of B
s ((£,0),(0,0),...,(0,0)). To compute the successor of a state ((So,m0),...,(Sn,my)) under input
a € X, we proceed as follows (we treat the tuple as a list):

1. Delete empty sets. Let e be the lowest index such that S, = (). We delete the pair (S,, m.) and
shift all pairs (S;,m;) with ¢ > e to the left. In addition, we delete all pairs from the right end
with S; = 0 except for (Sp, myg).

2. Calculate successors. We replace each subset .S; by its existential successors sucg’a(Si):
such(S;) = {s' € S | 3s € Si. R(s,a,')}

Note that Sy is the set of states that 2 can reach after having read a finite input word w € X*
starting in one of the initial states.

22j.e. there is at most one accepting run 8 € S* of 2 on « starting in an arbitrary state (8(0) € S).

23The first version of the new procedure was introduced in [78]. The updated version, presented in [77], is slightly different
(as explained in the footnote on page 82 in [77]). Our implementation of the updated version did not work properly on
some examples, whereas the first one did. Therefore, we describe here the first version. We gained some useful insights
about the procedure from [89], where it is tailored for the verification of parametric linear temporal logic (PLTL).
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3. Append. We append (Sp N F,0) to the end of the list to remember that the paths leading to
states Sy N F have already visited F.

4. Mark and clean up. Let £ be the length of the list. For each i € {0,...,£—1}, if S;\ F C

U?;}H S; and S; # 0, then we set m; = 1 and remove S; from all S; with j > i. Otherwise, we
set m; = 0.
As 2 is non-confluent, we know that a finite run is uniquely characterised by its last state. Hence,
if a state occurs in two sets S; and S; with j > ¢, then we know that both sets are following the
same run. Thus, whenever a state set S; contains only states which are accepting (i.e. in F) or
in any of the state sets S; with j > 4, we know that all runs in S; have visited an accepting state
recently. Hence, we also mark \S; as accepting and remove the states S; from all S; with j > 4.

5. Pad. Pad the list with n + 1 — ¢ pairs (f),0) at the end. The length of the resulting list is n + 1
and hence is a valid state of .

After the clean up, every non-empty state set .S; must contain some state ¢ € S; such that ¢ ¢ S,
for all j > . Hence, the padded list with n + 1 pairs must have at least one empty state set. Thus,
at least one pair will be removed in the step 1 and the list will again have length at most n + 1
after step 3.

We now explain how to determine the colour of an arbitrary state ((So,mo),...,(Sn,my)) of P. Let e
be the lowest index such that S, = () and m the lowest index ¢ such that m; = 1 (or oo if there is no
such index). The colouring function ¢ : S — {0,...,2n — 1} is defined as?*:

1 ife=0

c(q) =< 2m ifm<e
2¢e—1 if0<e<m

The idea of the construction is as follows: If an entry S; never becomes empty after a certain position on
arun w of B on a € ¥ and is marked infinitely often, then we know that a run £ of 2 on « contained
in 7 is introduced infinitely often in step 3. Hence, ¢ is accepting®® and 7 contains an accepting run of
2. Please refer to Section 3 of [78] for a more detailed explanation. The procedure described above is
formalised in the following definition.

Definition 2.46 (Non-confluent Automaton Determinisation). Let 2 = (S,%,I, R, F) be a non-
confluent Biichi automaton with |S| = n states. A deterministic parity automaton B = (T, %, ¢y, 0, ¢)
equivalent to 2 is constructed as follows:

e The states of P are (n + 1)-tuples of pairs containing a subset of S and a Boolean flag: T =
{((So,m0) -, (Sn,my))|S; €S Am; €{0,1}}.

e The initial state is t; = ((1,0),(0,0),...,(0,0)).

e The transition function § is defined as follows: Given a state t = ((So,mqg), ., (Sn, my)), the

next state t' = ((S), mg) , - .., (S, m),)) under input a € ¥ satisfies:

suck () \ ]-') C (U?:m sucg’a(Sj)) it i <ensuct(S;) £ 0

m; = 4 (suct(Siy1) \ .7:) C (U?:Hz sucg’a(Sj)) if i > e Asuck(Si1) #0
0 else

Sty = suck*(So)

sucg’a(Si) ifi<e

R,a . . i—1
(S, fe< E

S = SUC%G(SLH) 1 e—?< _ \ U S} for i >0

suc’*(So)NF ife<i=EVe=i=E+1 i

0 else m/=1

24Note that e < n (at least one state set S; must be empty) and m # e for the reachable states. By considering all three
cases in the definition of the colouring function, we see that the maximum possible colour for any reachable state is 2n — 1
because it cannot be the case that both m = n and m < e.

25Gince the introduction of £ in step 3 occurs only when an accepting state is encountered.
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where e is the lowest index such that S, = () and F is the largest index such that Sg # (.

e The colour of a state ¢t = ((So,m0) ;- ., (Sn, my)) is:
1 ife=0
c(t) =< 2m ifm<e

2¢e—1 if0<e<m

where e is the lowest index such that S, = () and m is the lowest index ¢ such that m; = 1 (or oo
if there is no such index).

The complexity of the procedure is provided in the following proposition [77]%6:

Proposition 2.5. Given a non-confluent Biichi automaton with n sztates, the construction in Defini-
tion 2.46 yields a deterministic parity automaton with at most 2(**1" states and 2n colours.

Examples of the Determinisation Procedure

In order to give some intuition into how the new determinisation procedure works, we will now discuss
two examples. Firstly, we consider the non-deterministic unambiguous generalised Biichi automaton
Ax p equivalent to the LTL formula Xp in Figure 2.7a. Since it has no fairness constraints, we can treat
it as a non-deterministic unambiguous Biichi automaton where all states are accepting?’. We start by
calculating the set of reachable states which are not dead ends. There are four such states: s; = q1¢2,
S2 = G142, S3 = q1G2, and s4 = q1g2- Hence, the states of the equivalent deterministic parity automaton
Px p will be 5-tuples.

The initial state of the parity automaton is t; = (({s2,s4},0),(0,0),(0,0),(0,0),(0,0)). The colour
of the initial state is ¢(t7) = 1 since e = 1 and m = oo. In order to determine §(t7, p), we perform steps 1-5
of the determinisation procedure and obtain the next state t; = (({s3,s4},1),(0,0),(0,0),(0,0),(0,0)).
Also, we find that 6(t7,p) = t1, i.e. the second state of Px,, is the same regardless of the input. This is
in line with the meaning of Xp (only the second input “matters”).

The final parity automaton Px, is shown in Figure 2.8a. It has four reachable states and uses two
colours. It is indeed equivalent to the LTL formula Xp: If the second input is —p, the run will stay
forever in the state ((§,0),(,0),(,0),(,0),(,0)) with colour 1. Hence, the minimal colour occurring
infinitely often will be odd so the run will not be accepted (see Definition 2.39). Conversely, if the second
input is p, the run will stay forever in the state (({s1, s2, 83,84}, 1), (,0),(0,0),(0,0),(0,0)) with colour
0. Hence, the minimal colour occurring infinitely often will be even so the run will be accepted. Note
that the last four state sets S1—S4 are always empty in all reachable states of Px,. Thus, we could have
used single pairs (So, mo) as states of Px, (instead of 5-tuples of pairs).

As a second example, we consider the non-deterministic unambiguous generalised Biichi automaton
A, up equivalent to the LTL formula a U b in Figure 2.7b. Since it has exactly one fairness constraint, we
can treat it as a non-deterministic unambiguous Biichi automaton straightaway?®. There are only three
reachable states of 2,y which are not dead ends: s; = q1Gz2, s2 = G192, and s3 = q1g2. Hence, the states
of the equivalent deterministic parity automaton B,yp will be 4-tuples. The parity automaton B, ys
is shown in Figure 2.8b. It has eight reachable states and uses three colours. Clearly, a much smaller
deterministic parity automaton, also equivalent to a U b, can be constructed by hand?®. Note that in this
case, all four pairs (Sp,mo), ..., (S3,m3) are required in the tuple.

26Note that since we use the original version of the procedure introduced in [78], the tuples consist of n+ 1 pairs (S;,m;)
(rather than n as in the updated version [77]). There are 2 possible values for m; and 2™ possible values for each S;. Hence,

there are (2 x 2")"7L1 — 9(n+1)? possible states of the automaton. We also provide a slightly tighter bound on the number
of colours because we have shown that the maximum possible colour of any reachable state is 2n — 1.

27If we apply the general procedure for converting generalised Biichi automata to Biichi automata in Subsection 2.4.1,
the auxiliary deterministic Biichi automaton will be ® = ({qa}, S, ¢a, 0, {ga}) with §(¢a, s) = qq for all s € S. Observe that
© has only one state, which is accepting, and accepts all infinite paths w € S“. Hence, the automaton product will have
identical states and transitions as the original generalised Biichi automaton. Moreover, all its states will be accepting.

28The general procedure for converting generalised Biichi automata to Biichi automata in Subsection 2.4.1 would actually
double the number of states. This is due to the fact that the auxiliary deterministic Biichi automaton ® would have two
states.

29However, constructing automata manually is only feasible for simple LTL formulas. For a more systematic approach,
please refer to Chapter 3 of [77] for an introduction to minimisation of w-automata.
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(a) Deterministic parity automaton for the LTL formula X p.
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(b) Deterministic parity automaton for the LTL formula a U b.

Figure 2.8: Deterministic parity automata constructed using the new determinisation procedure. Marked
sets are overlined for readability (e.g. {s3,s4} stands for ({ss,s4},1)).
written as subscripts (e.g. the colour of the state (0,0,0,0,0), is 1).

The colours of the states are
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Symbolic Implementation of the Determinisation Procedure

Although the determinisation procedure is quite complicated, it is possible to implement it symboli-
cally [77,78]. Let A = A3(V, AP,Z,R,F) be a non-deterministic non-confluent Biichi automaton with
m state variables vg,...,Vm_1 € V and n reachable states®® sg,s1,...,8n_1 € S C 2. Hence, the

states of the equivalent parity automaton 3 = A3 (Q, AP,Zp,Rp, <Ci>ie{0,...,2n+1}) are (n + 1)-tuples

((So,mi) ..., (Sn,my)). For each subset S;, we allocate n variables ¢?, ... q;%l such that ¢¥ represents
that s € S;. Furthermore, we introduce n + 1 variables my, ..., m, to represent the markings. The set

of state variables of 3 is thus:
Qa{df|0<k<nr0<i<n}u{m;|0<i<n}

In order t/o be able to express the transition function, we also need the next versions of all variables in
Q (i.e. ¢& and m;’). The initial state of 9 is encoded as:

n n—1 n
A k k k
ip = /\ QO]A /\ —qy /\[/\/\_‘Qi]/\ [/\"mll
sp€T sp¢EL =1 k=0 =0
So=T S;=0 for all i>0 m;=0 for all ¢

Before encoding the transition relation, we need to define several auxiliary formulas. Firstly, we need to
express the successor function suc?’a(Si). For this purpose we introduce a family of formulas ¢¥ over

Q U AP, such that ©F is true iff s5, € suc?a(Sl-):

n—1
k & J / / /
pi = \/ g; NJvg .. V1. V1.5 AR A s
Jj=0

propositional formula over AP
for transition from s; to sy

Secondly, we need to express the indices e and E. We introduce a family of formulas I';>. and I'i—g,
such that I'; is true iff the expression ¢ is true:

K3
A
Tize & \/
J=0

n—

1 n—1 n n—1
=g} Di_p 2 l\/ qf] AN AR
0 k=0

=0 k= j=i+1 k=0
—_——
S;=0 for some j<i Si#0 S;=0 for all j>i

We are now ready to encode the transition relation. Recall that a state set S; is marked (i.e. m; = 1)
iff it is non-empty and every non-accepting state s; € S; \ F appears in some state set S; with j > i.
Thus, the equation for the next value of each of the variables m; is:

skES\F j=i+1

-1
senio [Vat|n| A [#5 V 4
k=0

S0 (SAF)S(Uiys 55)

There are three possible cases for the next state set S: (i) successors of the local state set suc?’a(S’i)
(when @ < e), (i) successors of the right state set suc?’a(SiH) (when e < i < E), or (iti) accepting
successors of the first state set suc?’a(So) NF (when e < i=FEore=14=E+1). If none of the

conditions is satisfied, S, = (). The first case always applies to the first set S (regardless of the values
of e and FE):

Eoa Kk k
Aj =4qp < ¥

30Note that although the set of reachable states can be calculated symbolically, we need to explicitly enumerate them.
Therefore, strictly speaking, the procedure is semi-symbolic.
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For i > 0, when a state s; ¢ F is not accepting, the first two cases apply to S;:

i1
li li
O £¢f & (Tize ANpf VEize Apfg) A \/ (qf A m;>
fi = ,
rst case SeCOnd case

remove marked state
sets on the left

For ¢ > 0, when a state s, € F is accepting, all three cases apply to S;:

e<i=F e=i=E+1 i
/ /
UE 2 gF o (Dize A VDise Ak V[Dise ATicp VATisise AT 1—p] Agh) A \/ (qéf A m;)
Jj=0

third case

Finally, the complete transition relation is:

Skﬁf spEF

n—1 n

RPA[/\AIS/\EO]/\/\ AN /\(/\ Wf)/\Ei
k=0 =1
N————

(S5:mp) (57,m}) for all i>0

It remains to show how to encode the colouring function. We represent it by a family of formulas
Co, ...,Conyq such that a state t € 29 has colour c iff the expression Jqq ... qQ|-1-Cc At is true. Recall,
that the colouring function refers to the lowest indices e and m such that S; = () and m; = 1, respectively:

i
A A A
Dice =Tise AN Li_1>e Lism = \/ m; Licn = Lism A Lici>m
j=0

The formulas Coj, and Cop_1 are defined as follows (note that C; has an extra term for the special case
e=0):

Ci1 £ T1—e A Loz Vo=
Cop—1 2 Th—e A —Li_i>m with2<k<n+1
Cok = Piem A Ti>e with0 <k <n

This completes the symbolic implementation of the determinisation procedure.

When considering the deterministic parity automaton Px, (shown in Figure 2.8a) equivalent to the
LrL formula X p, we found that most often not all pairs (S;,m;) are necessary. As suggested in [77], we
can construct the parity automaton for a fixed bound b < n+1 (i.e. use b-tuples instead of (n+ 1)-tuples)
and check if the bound is sufficient: We calculate the set of reachable states and check if any of them
requires more than b pairs under some input. More formally, let X be a formula representing the set
of reachable states when using b-tuples. The bound is sufficient iff the following logical expression is
equivalent to L (essentially, we are testing the third case in ¥?):

b—1

/
XARpA-Th 13 ATha—p A \/ |ebA-\/ (q;? Am;)
spEF 7=0

If the bound is not sufficient, we increase it and try again. It can be shown that the range of the colouring
function on reachable states for a sufficient bound b is {0, ..., min(2b — 1,2n — 1)}L.

31We have already explained why the colour cannot be greater than 2n — 1. If the bound b is sufficient, then the state
set S, would be empty in all reachable states (that is exactly why we did not increase the bound any further). Hence, we
have e < b in all reachable states. By considering all three cases in the definition of the colouring function, we see that the
maximum colour cannot exceed 2b — 1.
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2.4.5 Games

As we have mentioned already, many problems in the area of software verification can be reduced to
solving infinite two-player games. In fact, our novel SL[1G] model checking algorithm presented in
Chapter 5 relies on such a reduction. Therefore, we give a brief overview of infinite two-player games on
directed graphs in this subsection. Please refer to [68], which this subsection is largely based on, for a
more detailed introduction.

A game consists of an arena and a winning set3?. Intuitively, an arena represents the “board” on
which a game is played. A formal definition follows.

Definition 2.47 (Arenas). Let Vy and Vi be sets of 0-vertices and 1-vertices, which are disjoint (i.e.
Vo NVy = ). Furthermore, let £ C V X V be an edge relation, where V = Vi U V; is the set of all
vertices. Then an arena is a triple A = (Vp, V1, E).

The set of successors of a vertex v € V is defined as vE = {v' € V | (v,v') € E}. A vertex v € V
is a dead end iff E = 0 (i.e. it has no successors).

The games we are considering have only two players, player 0 and player 1. We often talk about
player o, where o € {0,1}. The other player is referred to as player & (i.e. 7 =1 —0).

The game is played as follows: A token is initially placed on some vertex v € V. If it is a O-vertex
(v € Vi), player 0 moves the token to one of its successors vE. Symmetrically, if it is a 1-vertex (v € V),
player 1 moves the token to one of its successors vFE. This pattern is repeated forever or until the current
vertex v is a dead end. Such finite and infinite sequences of vertices are called plays>3.

Definition 2.48 (Game Plays). Let A= (), V1, E) be an arena. Then a play in A is either:

e a non-empty finite path 7 = vgvy ... v, € V1 such that v; € v;_1E forall 0 < i < n and v, E =
(finite play) or

e an infinite path m = vgvy - -+ € V¥ such that v; € v;_1 E for all i > 0 (infinite play).
Having defined an arena and a play, we are ready to define a game and the winner of a play.

Intuitively, player O wins a game if he forces player 1 into a dead end or if the infinite play satisfies some
winning condition.

Definition 2.49 (Games). Let A = (Vp, V1, E) be an arena and Win C V¥ a winning set. Then the
pair & = (A, Win) is a game.

Definition 2.50 (Winner of a Play). Let & = (A, Win) be a game and 7 a play in .A. Then player 0
is the winner of w in & iff:

e 7 is a finite play ™ = vov; ... v, where v, is a 1-vertex (v, € V1) and a dead end (v, E = 0) or

e 7 is an infinite play and 7 € Win.

Otherwise, player 1 is the winner of 7 in &.

Similarly to acceptance conditions for w-automata (see Definition 2.39), there is a multitude of win-
ning conditions for games with different expressive power and translation complexity. In addition, the
conditions differ in the amount of memory that a player needs in order to be able to win. Here we present
only the basic winning conditions [68].

Definition 2.51 (Winning Conditions). Let A = (Vp, V1, E) be an arena. The winning set Win of the
game & = (A, Win) is the set of all infinite plays 7 € V* in A such that:

e Biichi winning condition F' C V (a set of vertices):

Inf(r)NEF #0

32Notice the analogy with w-automata (Definition 2.40), which consist of a semi-automaton and an acceptance condition.
33We also refer to plays in the context of SL semantics (see Definition 2.26). It should always be clear from the context
which concept we are referring to.
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e Muller winning condition F C 2V (a set of vertex sets):

Inf(m) € F

e Rabin winning condition Q = {(E1, F1),...,(Ek, Fx)} where E;, F; CV (a family of pairs of
vertex sets):
He{l,...,k}. (Inf(xr) N E; = 0) A (Inf(r) N F; # 0)
e Streett winning condition Q = {(Ey, Fy),...,(Ek, Fi)} where E;, F; CV (a family of pairs
of vertex sets):
Vie {1,...,k}. (Inf(m) N E; # 0) v (Inf(7r) N F; = )
e Parity winning condition ¢: V — {0,...,k} with ¥ € N (a colouring function):

min {c(v) | v € Inf(7)} is even

e Generalised parity winning condition cq,...,¢, : V — {0,...,k;} with k; € N (a family of
colouring functions):

Vie{l,...,n}.min{c;(v) | v € Inf(m)} is even

Notice the correspondence between winning conditions for games and acceptance conditions for w-
automata (see Definition 2.39). We shall use this observation in Chapter 5 to combine an w-automaton
and an arena into a two-player game game (see Definition 5.7).

Given a game &, we usually want to find out which states of the underlying arena are winning for
each player (i.e. from which states a player can force a winning condition to be true). The set of all such
states is referred to as the winning region. Moreover, we want to construct the corresponding winning
strategies. Intuitively, a strategy>* is a function which maps histories of the game (finite prefixes of plays)
to moves (next vertices).

Definition 2.52 (Game Strategy). Let A = (Vp, V1, E) be an arena and o € {0,1} a player index.
Then a strategy for player o is a partial function f, : V*V, — V' such that for all 7 € V* and v € V,
if mv € dom(f,), then (v, f5(7v)) € E.

A prefix of a play m = vgvy ...v, is conform with f, iff for every 0 < i < n, if vgv1...v,_1 €
dom(f,), then v; = fy(vovy ...v;—1). A play is conform with f, iff each of its prefixes is conform with
fo-

Definition 2.53 (Winning Strategies). Let & = (A, Win) be a game, U C V a set of vertices, and f,
a strategy for player o. f, is a winning strategy for player ¢ on U iff all plays conform with f, starting
in U are winning for player o.

Definition 2.54 (Winning Regions). Let & = (A, Win) be a game. The winning region W, (&) CV
(or W, for short) is the set of all vertices v € V, such that player o has a winning strategy f, on {v}.

Clearly, given a game & = (A, Win) the winning regions Wy (&) and W7 (®) are always disjoint. If it
is also the case that Wy(®) and W1 (&) form a partition of V' (i.e. Wy (&) U Wy (&) = V), then the game
is determined. Intuitively, a game is determined iff each vertex of the underlying arena is winning for
one of the players. It turns out that all the winning conditions in Definition 2.51 have this property [68].

Definition 2.55 (Determinacy). Let & = (A, Win) be a game with winning regions Wy (&) and
W1(®). We say that & is determined iff {Wy (&), W1(®)} is a partition of V.
Proposition 2.6. All winning conditions in Definition 2.51 are determined.

The definition of a strategy is very general. In particular, it refers to the whole history of the game,
which is finite but arbitrarily long. Thus, in theory, a player might need infinite memory to implement
such a strategy. Clearly, this is not practical. Therefore, we consider two special types of strategies:
finite memory strategies (also called forgetful) and memoryless strategies (also called positional).

34 Again, we also refer to strategies in the context of ATL and SL (see Definitions 2.16 and 2.21). The main difference is
that ATL/SL strategies map sequences of states to actions, whereas game strategies map sequences of states to next states.
It should be clear from the context which of the concepts we are referring to.
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winning condition | player 0 | player 1
reachability yes yes
Biichi yes yes
Miiller no no
Rabin yes no
Streett no yes
parity yes yes
generalised parity no yes

Table 2.4: Memoryless determinacy of various infinite games [28,68]. “yes” means that the player wins
every game with the corresponding winning condition using a memoryless strategy.

Definition 2.56 (Finite Memory Strategies). Let & = (A, Win) be a game. A strategy f, is finite
memory if there exists a finite set M, an element m; € M, and partial functions § : V" x M — M and
g : Vs x M — V such that the following holds: For each prefix of a play m = vgv; ... v, and sequence
momyq ... my, where (i) mo = my and (ii) (v;,m;) € dom(d) implies m; 11 = §(v;, m;) for all 0 < i < n,
we have either (a) m ¢ dom(f,) and (v,, my) ¢ dom(g), or (b) m € dom(f,), (vn, my) € dom(g), and
fcr(’fr) = g(vnumn)~

Intuitively, the set M represents the possible memory states of player ¢ and m; is his initial memory

state. The strategy is executed by player o as follows:

Let the current vertex be v; and the current memory state of player o m;.

1. Move. If v; € V, and (v;, m;) € dom(g), then move to v;41 = g(v;, m;). Otherwise, v;1; € v; E is
arbitrary or selected by player .

2. Update memory. If (v;,m;) € dom(d), update the memory state of player o to m;11 = d(v;, m;).
Otherwise, m;11 € M is arbitrary. Player o can now forget m;. Note that the update is carried
out even when the move is decided by player &.

If we set M to be the singleton set {m;}, then the strategy becomes memoryless. Intuitively, when
using a memoryless strategy, the next vertex depends only on the current vertex. Hence, we can view it
as a partial function V, — V.

Definition 2.57 (Memoryless Strategy). Let & = (A, Win) be a game. A strategy f, is memoryless
iff for every prefixes of plays miv, mv € V*V,, we have either (i) mv ¢ dom(f,) and mav ¢ dom(f,),
or (ii) mv € dom(f,), mev € dom(fs), and f,(m1v) = fr(m20).

Finite memory is often sufficient for winning strategies in infinite games. In fact, all games considered
in this thesis have this property, referred to as finite memory determinacy [68]. Furthermore, some
games require no memory at all (so-called memoryless determinacy). These include reachability and
parity games [68], both of which will be discussed shortly. Table 2.4 shows which players always have a
memoryless winning strategy for various winning conditions.

Proposition 2.7. In every game with a winning condition from Definition 2.51, both players win using
finite memory strategies.

Proposition 2.8. In every reachability and parity game, both players win using memoryless strategies.

We will now discuss solving reachability games, parity games, and generalised parity games in more
detail, as they are relevant for the new model checking algorithm for SL[1G] we propose in Chapter 5.

Reachability Games

We start by considering reachability games [68]. We will use them to demonstrate some concepts which
will be useful for solving more complex games later. By solving we mean finding the winning regions
and strategies for both players.

In reachability games, the aim (of player 0) is simply to reach some vertex of a designated set of
vertices (or force player 1 into a dead end).
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Definition 2.58 (Reachability Game). Let A = (Vp, V1, E) be an arena and X C V a set of vertices.
Then a reachability game R(A, X) is a game in which a play 7 is winning iff (i) some vertex from X
occurs in 7 or (i) a dead end for player 1 occurs in 7.

Note that this differs from all games studied so far because a finite path ending in a dead end for
player O can still be winning for player 0 as long as some vertex from X is visited. The game is solved
by calculating the attractor of X for player 0. Intuitively, an attractor of a set of vertices X for player
o is the set of all vertices from which player o can force a visit of X (regardless of what player & does).

Definition 2.59 (o-Attractor). Let A = (Vp, Vi, E) be an arena and X C V a set of vertices. The
o-attractor of X in A is the set of vertices attr, (A, X) £ (J,5, X* where:

X'&2X
XH 2 {veV, [vENX' #£0}U{ve VolvE C X'}

A (memoryless) attractor strategy for player o is a partial function fy : V; — V such that dom(f,) =
V, N (attro(X) \ X) and, for each vertex v € X**1 NV, we have f,(v) € X*.

Intuitively, the attractor strategy ensures that the play is moving “towards” X. On the other hand,
player o is “trapped” inside V \ attr,(A, X), i.e. player & can ensure that the game stays outside
attr, (A, X) forever. Such a set of vertices is referred to as a trap.

Definition 2.60 (o-Trap). Let A = (Vp, Vi, E) be an arena. A set of vertices Y C V is a o-trap iff
(i) vE CY for every v € Y NV, and (ii) vENY # 0 for every v € Y N Vz. A (memoryless) trapping
strategy for player 7 is a partial function fz: V& — V such that dom(fz) = Y NV5 and, for each vertex
v € Y NVz, we have f5(v) € V5.

Notice that all o-attractors (including attr, (A, })) contain all dead ends for player & (since vE = ) C
X%). Hence, the winning regions of a reachability game R(A, X) are:

(Wo, W1) = (attro(A, X),V \ attrg(A, X))

The winning strategies for the players are as follows: Player 0 uses an attractor strategy in his winning
region Wy = attro(A, X), i.e. he ensures that X will be reached eventually. Conversely, player 1 uses
a trapping strategy in this winning region Wy = V' \ attrg(A, X), through which he ensures that the
attractor of X will never be visited. The following proposition follows from the fact that the attractor
of any set in a finite arena with n vertices and m vertices can be calculated in time O(m + n) [68]:

Proposition 2.9. Let A = (Vp, V1, E) be an arena with n = |V| = |Vy| + |V4]| vertices and m = |E|
edges. The reachability game R(A, X) for an arbitrary set of vertices X C V can be calculated in time
O(m+n).

Parity Games

The parity winning condition is the “most fundamental” winning condition [46]. It has the following
desirable properties:

e Every other winning condition for two-player infinite games can be reduced to it [68].
e It enjoys memoryless determinacy (Proposition 2.8).

e It is easily dualisable?®. The dual of a parity winning condition ¢ is again a parity winning condition
D it Do) A
¢” with ¢ (v) £ ¢(v) + 1.

Recall that player 0 wins a play 7 in a parity game & = (A, c) iff either (i) the minimum?® colour
occurring infinitely often along 7 is even, or (i7) 7 leads to a dead end for player 1. The solution of
a parity game is obtained recursively by solving subgames first and then combining the subresults. A
subgraph and a subgame are defined as follows.

35Let & = ((Vo, V1, E), Win) be a game. The dual of & is a game 8P £ ((V4,Vp, E),V® \ Win), i.e. the roles of the
players are swapped and the winning condition is complemented.

36 Equivalently, the parity winning condition is sometimes defined with respect to the mazimum colour occurring infinitely
often.
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Definition 2.61 (Subgraph and Subgame). Let & = (A, ¢) be a parity game with arena A = (Vp, V1, E)
and U C V a set of vertices. The subgraph of ® induced by U is defined as &[U] £ (A|y, c|r), where
Aly £ (VouU, Vi UU, EU (U x U)), dom(c|y) 2 U, and ¢|y(u) = c(u) for all u € U.

A subgraph B[U] is a subgame of & iff every dead end in &[U] is also a dead end in &.

The algorithm for solving parity games shown in Figure 2.9 is originally due to McNaughton and
Zielonka [70,88]. It returns the winning regions of the game and can also be used to construct the
corresponding winning strategies. It proceeds as follows:

1. Case 1. If the game has no vertices, the algorithm simply returns empty regions (line 3).

2. The algorithm finds the lowest colour among all vertices p, the associated player o (o = 0 if p is
even, o = 1 if p is odd), and the set of all such vertices X. Then it calculates their attractor A.

3. The algorithm recursively finds the winning regions (W, W7) of the subgame of & with all vertices
in A removed (line 9).

4. Case 2. If no vertices of the subgame are winning for player & (line 10), then we are done. Player
o will either keep winning in the subgame from some point onwards, or player & can infinitely often
move out of the subgame into the attractor A, in which case player ¢ can ensure that nodes with
priority p are visited infinitely often. Hence, all vertices of the game are winning for player o. The
winning strategy is the combination of the winning strategy for the subgame and the attractor
strategy for A.

For strategy synthesis, it is important to ensure that the moves made by player ¢ in vertices X
stay within . Remember that & might be a subgame of a larger game that we are trying to solve.

5. Since V'\ A is a o-trap in the game (otherwise, player o could reach A from some vertex v € V'\ A
and since A is an attractor we would have v € A, which is a contradiction), we have Wx(6&[V'\ 4]) C
W5(®). Thus, the algorithm calculates the attractor B of W5 (line 13). Clearly, B is a subset of
the winning region for player & in &.

6. The algorithm recursively finds the winning regions (Wy, W7) of the subgame of & with all vertices
in B removed (line 14).

7. Case 3. We have W, (6) = W,(&[V \ B]) and Wz(®) = W,(&[V \ B]) U B since V' \ B is a trap
for player & and player ¢ has no incentive to move to the attractor B (because it is winning for
player &. The winning strategy for player ¢ is the winning strategy for the subgame &[V '\ B]. The
winning strategy for player & is a combination of his winning strategy for the subgame &[V \ B,
the attractor strategy for B, and his winning strategy for the subgame &[V \ A].

Given a finite parity game, the computational complexity of the algorithm is linear in the number of
edges, polynomial in the number of vertices, and exponential in the number of colours [51]:

Proposition 2.10. Let & = (A, ¢) be a parity game with arena A = (Vo, V1, E). Further more, let
n = |V| be the number of vertices, m = |E| the number of edges, and d = |img(c)| the number of colours.
The worst-case time complexity of the algorithm in Figure 2.9 is O(m x (n/d)%).

Although a number of algorithms for solving parity games with better worst-case complexity have
been proposed [51,79], Zielonka’s algorithm beats them in practice [44]. As an interesting side note,
the parity game solving problem belongs to the UP N co-UP complexity class®? [50] and it is unknown
whether a polynomial algorithm for solving it exists [54].

Generalised Parity Games

Generalised parity games were introduced in [28]. They refer to games with conjunctions or disjunctions
of parity conditions. Here we consider the case that the goal of player 0 is a conjunction of parity
conditions, i.e. he wants to ensure that for each colouring function, the colour occurring infinitely often
is even. We can immediately see that the goal of player 1 is then a disjunction of parity conditions, i.e.

3TNote that P C UP N co-UP C NP N co-NP.
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1 function SOLVEPARITY (&)

2 if V =0 then

3 return (0, 0) > Case 1.
4 end if

5 :=min{c(v) |v eV}

6 o :=pmod 2

7 X =c"Y(p)

8 A = attr, (A, X)

9 (Wo, W1) := SOLVEPARITY (B[V \ A])
10 if Wz = () then > Case 2.
11 W,=V
12 else > Case 3.
13 B := attrz(A, W5)
14 (Wo, Wy) := SOLVEPARITY(B[V \ B])
15 Ws:=WzUB
16 end if

17 return (Wy, Wy)
18 end function

Figure 2.9: Algorithm for solving parity games [79]. It returns the winning regions (W, W) of a parity
game 6 = (A, ¢) with arena A = (Vp, V1, E) and colouring function ¢: V' — {0, ..., k} where k € N.

he wins if for at least one of the colouring functions, the colour occurring infinitely often is odd. Hence,
the dual of a conjunctive parity game is a disjunctive parity game (and vice versa). This asymmetry
between the two players is also reflected in the fact that player 1 (disjunction) always wins memoryless
while player 0 (conjunction) requires finite memory in general.

The classical algorithm for solving generalised parity games is shown in Figure 2.10. Again, it returns
the winning regions of the game. The winning strategies are as follows [28]:

e Case 1. The game has no vertices so there are no strategies.

e Case 2. Player 0 plays according to his winning strategy for the subgame &[V \ A] when in W{.
The winning strategy for player 1 depends on the current vertex v:

— v € W{: winning strategy for player 1 for the subgame &[V \ A];

v E c{l(pz' + 1) N G: any move as long as the game stays within Gj
— v e attry(Alg, ¢; Hpi + 1) NG) \ (¢; H(pi +1) N G): (memoryless) attractor strategy;
— v € Wy: winning strategy for player 1 for the subgame G[H|;
— v € A\ G: (memoryless) attractor strategy.

e Case 3. All vertices are winning for player 0. In order to satisfy all conditions infinitely often, he
needs to use the conjunct number i as memory (i.e. M = {1,...,n}). When his current memory
state is 7 and the current vertex is v, player 0 uses the following strategy:

—vEc; 1(pi): choose any successor in GG and update memory to i + 1;
— v € attrg(A, ¢; H(pi)) \ ¢; H(pi): attractor strategy (keep memory set to i);

— otherwise, the following two cases apply. They refer to the value of Wy and its attractor
calculated on lines 14 and 15 in some iteration (not just the last one).
* v € Wp: winning strategy for player 0 for the subgame G[H];
x v € attro(Alg, Wo) \ Wo: (memoryless) attractor strategy.

Given a finite generalised parity game, the computational complexity of the algorithm is linear in the
number of edges, polynomial in the number of vertices, and exponential in the number of colours of each
colouring function [28]:
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1 function SOLVEGENPARITY(®)

2 if V =0 then

3 return ((, 0) > Case 1.
4 end if

5 fori:=1,...,k do

6 pi := 2| (min{¢;(v) | v e V}) /2] > Ensure that p; is even.
7 end for

8 fori:=1,...,k do

9 if p; < k; then

10 G =V \attro(A,c; *(pi))

11 H:=G\attry(Alg,c; ' (pi + 1) N G)

12 repeat
13 (Wo, W1) := SOLVEGENPARITY ([ H])
14 G := G\ attro(A|g, W)
15 H:=G\attry(Alg,c; '(p; +1)NG)
16 until W, =0V W; = H
17 if W7 = H then
18 A= attr1 (A, G)
19 (W§, W{) := SOLVEGENPARITY (8[V \ A])
20 return (W[, W/ U A) > Case 2.
21 end if
22 end if
23 end for
24 return (V,0) > Case 3.

25 end function

Figure 2.10: Algorithm for solving generalised parity games [28]. It returns the winning regions (Wo, W)
of a generalised parity game & = (A, (c1,...,c,)) with arena A = (Vp, V4, E) and colouring functions
¢i:V—={0,... k;} where k; € N.



56 Chapter 2. Background

Proposition 2.11. Let & = (A, {c1,...,cx)) be a generalised parity game with arena A = (Vp, V4, E).
Furthermore, let n = |V| be the number of vertices, m = |E| the number of edges, and d; = |img(c;)|
the number of colours of colouring function ¢; for all ¢ € [1..k]. The worst-case time complexity of the
algorithm in Figure 2.10 is:

4 [d/2] —O(m x n? _ a2t
O(mxn)x<[d1/217.”,mk/21>—0( X )XHle[di/ZM

where d 2 Y8 d;.

2.4.6 Summary

In this section, we gave a brief overview of concepts related to w-automata and two-player games, which
we will use to describe our model checking algorithm for SL[1G] in Chapter 5. We also explained how an
arbitrary LTL formula can be converted to an equivalent deterministic parity automaton symbolically.
Finally, we discussed how the winning regions and strategies of reachability games, parity games, and
generalised parity games can be calculated.

2.5 Existing Tools

This section gives an overview of existing model checkers. We provide their key features, file formats,
and supported specification languages. We also indicate whether they use BDD-based or SAT-based
techniques (or both). The tools are presented in alphabetical order.

2.5.1 MCK

MCK is a model-checking tool for multi-agent systems developed at the School of Computer Science and
Engineering at the University of New South Wales [7,14]. It uses mainly BDDs but also supports bounded
model checking (BMC) and explicit state model checking (ESMC). The BDD packages supported by
MCK are David Long’s Binary Decision BDD package, BuDDy, and CUDD [1, 60, 85]. The basic logics
for specifying properties supported by MCK are:

e LtL, CTL, CTL*;

e p-calculus;

e Epistemic modalities including common knowledge;
e Fairness constraints.

In addition to the (traditional) observational semantics, MCK supports clock, asynchronous perfect
recall, and synchronous perfect recall semantics. It also provides a GUI and counterexample generation.
MCK is implemented in Haskell.

2.5.2 MCMAS

MCMAS is a BDD-based model-checker for the verification of multi-agent systems (MAS) developed at
Imperial College London released under GNU General Public License (GPL) [5,8,63]. It uses the CUDD
BDD package [85]. MAS descriptions are given in the form of programs in ISPL (Interpreted Systems
Programming Language). MCMAS supports the following logics for specifying properties:

e CTL with fairness constraints;
e ATL with fairness constraints;
e Epistemic modalities;

e Deontic modalities expressing correctness of agents’ behaviour® [66].

38The syntax is extended with the deontic modality O; . Informally, O; ¢ is true iff ¢ is true in all states in which agent
i € Agt is functioning correctly.



2.5. Existing Tools o7

MCMAS also supports generating counterexample traces and provides a GUI in the form of an Eclipse
plug-in, whose functionalities include ISPL program editing with dynamic syntax checking, interactive
execution mode, and counterexample/witness display [63]. MCMAS is implemented in C++.

As part of this project, we implemented two extensions for MCMAS which add support for SLK
and SL[1G] model checking (see Sections 6.2 and 6.3). Therefore, MCMAS functionality, usage, and
architecture is described in much more detail in Section 6.1. Nevertheless, we decided to include it in
this section as well so that it could be easily compared with other existing tools.

2.5.3 Mocha

Mocha is a BDD-based model checker developed jointly at the University of California at Berkeley,
the University of Pennsylvania, and the State University of New York at Stony Brook [17]. It differs
from conventional model checkers in that its main purpose is to facilitate the development of new ver-
ification techniques. Systems are modelled using reactive modules, which represent their synchronous,
asynchronous, and real-time components. Mocha supports the following formalisms for specifying prop-
erties [16]:

e ATL;
e Invariants (propositional formulas which are intended to be true in all reachable states®?);
e Abstract modules, which should be implemented by the system module (refinement).

Mocha provides a GUI for interactive simulation. It is currently available in two versions, cMocha and
jMocha, implemented in C and Java respectively. The latter currently does not support ATL model
checking.

2.5.4 NuSMV

NuSMYV is an open-source tool for model checking published under GNU Lesser General Public License
2.1 (LGPL) which supports both BDD-based and SAT-based model checking [6,10,30]. NuSMV is a
reimplementation and extension of SMV [69]. It uses the CUDD BDD package and supports the Z-Chaff
and MiniSat SAT-solvers [3,36,85].

NuSMYV processes files in the SMV format, which it first translates to a finite state machine (FSM) and
then performs either BDD-based model checking, or bounded model checking (BMC) [32]. Figure 2.11
shows an SMV file and the corresponding finite state machine. The tool supports the following logics for
specifying properties [31]:

e LTL using either the tableau method [34], in which it is automatically converted to a CTL formula
and verified on a tableau with fairness constraints (BDD-based), or using BMC (SAT-based);

e CTL with fairness constraints (BDD-based);
e RTCTL (Real Time CTL [40]) which augments CTL with real-time constraints*® (BDD-based);
e A subset of PsL (Property Specification Language [15]).

NuSMV also supports generating counterexample traces and provides an interactive shell [31]. It is
implemented in C.

2.5.5 PRISM

PRISM is a probabilistic model checker released under the GNU General Public License [5,11,57]. It
uses various techniques including BDDs, MTBDDs*!, discrete-event simulation, quantitative abstraction
refinement, and symmetry reduction. PRISM supports a wide range of models:

39Note that checking an invariant ¢ is equivalent to checking the CTL formula AG .

40For example, the RTCTL formula AG (o — AF?-4 B) expresses that whenever « is true, 8 is true in 0 to 4 steps [31].

4 Multi-terminal binary decision diagrams (MTBDDs) are a generalisation of BDDs in which terminal nodes are labelled
with arbitrary real values (not just 0 and 1) [56, Section 4].
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MODULE main
VAR
b0 : boolean;
bl : boolean;
n : {0, 1, 2, 3};

ASSIGN
init(b0) := FALSE;
init(bl) := FALSE;
init(n) := 0;
next(b0) := !b0; by = false
next(bl) := bl xor (b0 & !next(b0)); by = false
next(n) := (n + 1) mod 4; n=0
LTLSPEC
G (b0 xor X b0);
CTLSPEC
AG (PO <-> (n mod 2) = 1);
CTLSPEC bo = false

b, = true
n=2

AG (b1 <> (n / 2) = 1);

(a) SMV file. (b) Finite state machine.

Figure 2.11: Sample SMV file (with one LTL property and two CTL properties) and the corresponding
finite state machine.

Discrete deterministic — Discrete-time Markov chains (DTMCs);

Discrete non-deterministic — Markov decision processes (MDPs) and probabilistic automata (PAs);

Continuous deterministic — Continuous-time Markov chains (CTMCs);

Continuous non-deterministic — Probabilistic timed automata (PTAs) and Priced probabilistic
timed automata (PPTAs).

and the extensions of these models with costs and rewards [57]. PRISM’s property specification lan-
guage? subsumes the following logics:

e PCrtL (Probabilistic computation tree logic [22]) and PCTL* which augment CTL and CTL* with
probability bounds?*?;

e CsL (Continuous stochastic logic [20]) for continuous systems inspired by CTL*?;
e LTL;
e Most of CTL.

PRISM also provides optimal adversary/strategy generation for nondeterministic models and a GUL It
is implemented in a mixture of Java and C++.

2.5.6 VerlICS

VerICS is a SAT-based model-checking tool for multi-agent systems developed at the Institute of Com-
puter Science, Polish Academy of Sciences [52]. It uses bounded model checking (BMC) and unbounded

42For example the property “P<0.1 [ F<=100 num_errors > 5 ]” expresses that “the probability that more than 5 errors
occur within the first 100 time units is less than 0.1” [11].

43The syntax is extended with the probabilistic operator P. Intuitively, P> ¢ (P<pw) means that ¢ holds with probability
at least (at most) p.

44Informally, CsL extends propositional logic with formulas of the form P, ¢ where ¢ = (cpl Ulay,61] P2 Ylag o] - - - gpn).
¢ is true on a path = iff there exist real numbers ¢1,...¢,—1 such that for each integer ¢ € [1..n — 1] we have a; < t; < b;
and V' € [ti—1,t;) . 7(t') Fos. @i where tg = 0.
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model checking (UMC) to verify temporal, epistemic, and deontic properties on timed automata and
timed Petri nets. BMC uses the MiniSat or RSat SAT-solver and UMC uses a modified version of the
Z-Chaff SAT-solver [3,12,36]. The logics supported by VerICS include:

e CtL,K (CTL with past and knowledge operators) using UMC;
e ECTLKD (existential fragment of CTL with knowledge and deontic operators) using BMC;
e TECTLK (existential fragment of timed CTL with knowledge operators) using BMC.

VerICS provides a GUI for modelling timed automata and timed Petri nets. It is implemented in Java.

2.6 Summary

In this chapter, we provided the background theory that the rest of this report is based on. We explained
that formal verification techniques typically comprise three components, a framework for modelling
systems, a specification language, and a verification method. Model checking, which is a model-based
verification method, refers to the process of determining whether a property P encoded as a formula ¢p
holds in a system S represented by a model Mg, i.e. Mg = ¢p. We then discussed each of the three
components of verification using model checking.

We first compared the most common frameworks for modelling systems and explained why interpreted
systems are best suited for modelling multi-agent systems. As a second step, we described several logics
of increasing expressiveness for specifying temporal properties of a system and demonstrated the power of
SL. We also gave a brief overview of epistemic modalities, which express agents’ knowledge. We concluded
our tour of specification languages by pointing out the close relationship between expressiveness and
model checking complexity.

We then discussed verification methods. We introduced BDDs, which are commonly used for symbolic
model checking because of their ability to handle large state spaces efficiently, and explained how they
can represent sets and relations. A large portion of the chapter was devoted to the theory of w-automata
and two-player infinite games, which are central to the model checking algorithms of many temporal
logics including LrL.

Finally, we gave an overview of state of the art model checkers and compared their functionality
and architecture. Before moving on to the next chapter, we would like to point out that none of them
supports either ATL* or SL.
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Chapter 3

Fragment Selection

Our aim is to build a model checker for SL. As explained in Subsection 2.2.5, SL is very expressive.
Unlike ATL*, which subsumes all other logics presented in Section 2.2, SL can express complex game-
theoretic concepts like Nash equilibria. However, as we have already pointed out, such power comes at
a cost. In fact, there are several problems with the original SL defined on perfect recall semantics:

1. Complexity. The model checking of SL is NONELEMENTARY with respect to the size of the for-
mula. More precisely, model checking an SL sentence ¢ with alternation number k is k-EXPSPACE-
HARD and (k4 1)-EXPTIME [72]. This is far worse than the 2EXPTIME-COMPLETE model checking
complexity of ATL* [18]. This suggests that, given the computational power of today’s computers,
any model checking algorithm would be able to verify only very simple SL formulas, rendering SL
expressiveness in practice very limited. Nevertheless, it is worth pointing out the the complexity
is still P-COMPLETE with respect to the size of the model. Hence, it should be possible to check
such simple SL formulas against very large models.

2. Non-behavioural strategies. SL admits non-behavioural strategies where an agent’s action might
depend on another agent’s action in another counterfactual game [75]. Given that an agent clearly
cannot predict another agent’s behaviour, such strategies are not synthesisable in practice. This is
a major drawback since we want to know not only whether a formula is true or false, but also why
it is the case, i.e. what strategies should the agents employ in order to either enforce it, or violate
it.

3. Undecidability under incomplete information. SL is undecidable under perfect recall and
incomplete information'. This means that we cannot augment SL with epistemic modalities, which
require incomplete information, unless agents have imperfect recall. Moreover, without incomplete
information, the synthesised strategies might not be uniform, i.e. an agent might have to perform
different actions in two indistinguishable local states. Such strategies are of limited use in models

where agents do not have complete knowledge of the system (e.g. interpreted systems discussed in
Subsection 2.1.3).

To sum up, model checking the original SL (with complete information) would probably have very low
performance and limited application. Therefore, we decided to consider fragments of Si, which do
not suffer from these limitations. Given the undecidability of SL under perfect recall and incomplete
information, we had basically two options?:

1. St with émperfect recall (and incomplete information) and
2. SL with complete information (and perfect recall).

We considered both options and identified two fragments of SL, namely Epistemic Strategy Logic (SLK)
and One-Goal Strategy Logic (SL[1G]), for which we designed model checking algorithms presented in
Chapters 4 and 5.

LA proof of undecidability of ATL under incomplete information and perfect recall was presented in [35]. Since SL
(strictly) subsumes ATL, our claim follows.

2SL with complete information and imperfect recall is a subset of SL with incomplete information and imperfect recall.
Therefore, we do not discuss this option separately.
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3.1 Imperfect Recall

The first way to tackle the issues outlined at the beginning of this chapter is to use imperfect recall
semantics with incomplete information, under which agents have no memory of the past and do not
have complete knowledge of the global state. Hence, their actions depend solely on their current local
states, i.e. they use memoryless strategies f; : L;r — Act;. This set up, also referred to as memoryless
semantics, addresses most of the main problems associated with full SL:

1. The model checking complexity with respect to the size of the formula is PSPACE (see Theorem 4.1).
This is a massive improvement compared to SL with perfect recall. However, the model checking
complexity with respect to the size of the model is now also PSPACE.

2. SL with imperfect recall still admits non-behavioural strategies. Moreover, it appears that under
incomplete information, behavioural semantics cannot be obtained even by restricting the syntax
of SL as we will do in Section 3.2.

3. Incomplete information is decidable under imperfect recall. This should not come as a surprise
given that the number of local states, actions, and hence memoryless strategies is finite. Intuitively,
we could explicitly enumerate all possible strategies each time a quantifier is encountered.

Although St with imperfect recall admits non-behavioural strategies, we believe that it has great the-
oretical value as it supports reasoning about game-theoretic concepts under incomplete information.
Furthermore, we can increase its expressiveness by adding epistemic modalities (see Subsection 2.2.6),
which turn out to have no impact on either complexity or decidability. We refer to this new variant of
SL with imperfect recall, incomplete information, and epistemic modalities as Epistemic Strategy Logic,
or Strategy Logic with Knowledge (SLK). We formally define it and provide a model checking algorithm
for it in Chapter 4.

3.2 Complete Information

Another approach for addressing the undecidability problem is to use complete information semantics,
under which agents have complete knowledge of the whole model. Their actions thus depend on the whole
history of global states, i.e. they use strategies® f; : Trk — Act;. This set up was used by the original SL,
introduced in [76], and it still suffers from the first two problems, namely NONELEMENTARY SPACE-HARD
model checking complexity and non-behavioural strategies.

To address this issue, several syntactic fragments of SL have been proposed [72,75]. The fragments
use LTL syntax (see Definition 2.7) augmented with the quantification rule piy where p is a quantification
prefix* for all free variables in 1, ¢ is an SL formula consisting of agent-closed goals of the form by, b is
a binding prefix, and ¢ is an LTL formula. The syntactic fragments differ in the combinations of goals
they permit. For example, the following is a Boolean-Goal Strategy Logic formula:

binding prefix by LrL formula @2
—N— —_—
[z]{yh =] [(a, 2)(b,y)(c, 2)XpV (a,y) (b, z)(c,z)(F Gqg — FGr)]
quant. prefix p goal b1y goal baps

Informally, the fragments differ in which operators can occur “between” a quantification prefix o and
goals bp. The following syntactic fragments have been proposed in [72,75] (k is alternation number of
the formula):

e Nested-Goal Strategy Logic (SL[NG]).

Syntax: Y= | YAy YV | Xy |[pUy | by | ¢ (any LTL operator or bind. prefix)
Complexity: ~ NONELEMENTARY (k-EXPSPACE-HARD lower b., (k + 1)-ExXPTIME upper b.)
Semantics: non-behavioural

Satisfiability: undecidable

3Recall that Trk C G is the set of all possible tracks (non-empty finite sequences of global states) in the underlying
interpreted system (see Definition 2.6).
4We define the quantification and binding prefixes formally when we introduce SL{1G] syntax (see Definition 5.1).
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e Boolean-Goal Strategy Logic (SL[BG]).

Syntax: == | v AY |V | by (any Boolean operator)
Complexity:  open question (2EXPTIME-HARD lower b., (k + 1)-EXPTIME upper b.)
Semantics: non-behavioural

Satisfiability: undecidable

¢ Conjunctive-Goal Strategy Logic (Sr[cal).

Syntax: Y =1 A | b (conjunction only)
Complexity:  2EXPTIME-COMPLETE
Semantics: behavioural

Satisfiability: open problem

e Disjunctive-Goal Strategy Logic (SL[DG]).

Syntax: Y =1 V1 | bp (disjunction only)
Complexity:  2EXPTIME-COMPLETE
Semantics: behavioural

Satisfiability: open problem

e One-Goal Strategy Logic (SL[1G]).

Syntax: 1 := by (quantification coupled with binding)
Complexity:  2EXPTIME-COMPLETE
Semantics: behavioural

Satisfiability:  decidable

Note that SL[DG] and SL[cG] are duals of each other. Therefore, we will refer to them jointly® as
SL[pG/ca]. The complete expressiveness chain of all syntactic fragments, the original SL, and ATL*
together with their model checking complexities is [72,75]:

ATL* < SL[1G] < SL[pG/cG] < SL[BG] < SL[NG] < SL

—_—— —

2EXPTIME-COMPLETE ? Nogg;gé\fﬁxg{%m—
Clearly, there are two candidates for our purposes: SL[1G] and SL[DpG/cc]. Both of them have a much
lower model checking complexity than SL and admit only behavioural strategies. In addition, they have
the same model checking complexity as ATL* while being strictly more expressive. Although there is
a difference between SL[1G] and SL[DG/CG], namely that the satisfiability of SL[1G] is known to be
decidable but still remains an open problem for SL[DG/CG], it is not relevant for our purposes and thus

not a strong criterion for fragment selection.

Given the amount of time for the project and the theoretical complexity of model checking and
strategy synthesis under perfect recall, we decided to focus on SL[1G]. We provide a novel model checking
algorithm for SL[1G] with perfect recall and complete information in Chapter 5. It is perfectly possible
that only minor modifications of the algorithm would be necessary in order to support SL[DG/cG] as
well.

3.3 Toy Model

Some of the model checking concepts presented in Chapters 4 and 5 are very abstract and might be
difficult to grasp on first reading. In order to make them easier to understand for the reader, we will
demonstrate them on a very simple toy model, a game of Rock-Paper-Scissors. It is a traditional two-
player game, where both players simultaneously show a gesture (using their hands) representing one of
the three objects. This pattern is repeated, until each of the players shows a different gesture. Once their
gestures differ, the winner is determined according to the following rules: rock beats scissors, scissors
beat paper, and paper beats rock.

The simplicity of this game will allow us to provide detailed examples for almost all concepts and
procedures introduced in this thesis. However, it is very important to stress that this toy model is in

5This does not mean that both disjunctions and conjunctions can be used within one prefix. Such a fragment would be
equivalent to SL[BG] since —bp = b—¢p (i.e. we could propagate all negations using De Morgan’s laws into the goals).
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no way representative of the expressive power of SL or its fragments. Unfortunately, if we used a more
realistic example, some of the constructions could not be fully presented in this thesis as they would have
hundreds or even thousands of states. In fact, as we will see in Chapter 5, even this simple model (with
only 3 states) generates a parity game with more than 50 states when model checking the St{1¢] formula
Xp (see Figure 5.2). More compelling examples, including specifications expressing Nash equilibria and
agents’ knowledge, will be presented in Section 6.4.

3.3.1 Formal Definition

Let us now define the model more formally as an interpreted system Z = <(LZ-, Acti, Piyti),c 4 gt 1, h> (see
Definition 2.5). To model the two-player game, we use three agents Agt = {1,2,E}, where E represents

the environment. The internal states L; and actions Act; of the agents are as follows:

Ly = {s} Acty = {r,p,s,i}
Ly & {s} Acty 2 {r,p,s,i}
LE £ {Sg,sl,SQ} ACtE £ {1}

Both agents have only one internal state s, i.e. all state information is kept in the environment (and
hence agents have complete information). Conversely, the environment can only perform the idle action i.
The environment’s states sg, s1, and sy stand for “game”, “player 1 victory”, and “player 2 victory”
respectively. There are 3 global states® G = Ly x Lo x Ly = {(s, 8, 8g) » (8, 8,51) , (5, 8, $2) }, which we will
denote gy, g1, and go for conciseness. The set of initial states is 1 = {g¢}. The protocols of the agents
are as follows:

Py(s,s5) = {r,p, s} Py(s,s1) = {i} Py(s,s2) = {i}
Py(s,s5) = {r,p, s} Py(s,52) £ {i} Py(s, 52) £ {i}
Pa(sg) = {i} Pr(s1) = {i} Pr(s2) = {i}

Furthermore, there are 16 joint actions, only 10 of which are possible:

ACt é ACtl X ACtQ X ACtE = { (I‘,I‘,i) ) (I‘,p,i) 9 (I‘,S,i) 7M7 (p7ra 1) 9 (p7pa 1) ) (p,s,i) »va/i:/r)/v
(s,1,1), (s, p,1) , (8,8, 1), LoV, (1), (o510, (s, (1,,1) }
To avoid cluttered notation, we will denote them rr,rp,...,ii (using only the actions of the two original

players). The transition functions of agents 1 and 2 are defined as t;(s,a) = s for all joint actions a € Act.
The environment evolution function is defined as follows:

>

te(sg, 1) £ Sg te(Sg, D) £ te(Sg, ST) £, tg(s1,ii) = 51

L

tE(Sg,TP) = 52 te(Sg, PP) = Sg te(sg.SP) = 51 tg(s2,il) £ 59

te(sg,18) £ 51 te(sg, pS) = s tg(sg,58) £ 54

Finally, we introduce two propositional variables p; and py with h(p;) = {g1} and h(p2) £ {g2}. The
complete interpreted system is shown in Figure 3.1.

3.3.2 Symbolic Implementation

Here we describe how the interpreted system for the toy problem formalised in Subsection 3.3.1 can
be encoded symbolically (see Subsection 2.3.2 for a brief overview of symbolic model checking). The
approach we describe here is used by the MCMAS model checker (see Subsection 2.5.2).

We start by describing how to encode internal states and actions. A set of internal states L; can be
encoded using log, [|L;|] variables. Since both L; and Lo contain only one element, we do not need any

6In Definition 2.5, we use G to denote the set of reachable states, which is a subset of the set of global states, i.e.
G C Ly X -+ X Ly x Lg. However, it turns out that the set of reachable states is equal to the set of global states in this
model.
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Ip, PsS, Sr

i ii

Figure 3.1: Representation of the toy model as an interpreted system.

variables to encode them. Ly can be represented using log, [|Lg|] = log, [3] = 2 Boolean variables.
Thus, the global states G can be encoded using a Boolean vector T = [vg, v1]:

9e(T) = —vg A —q q1(T) = v A~y 92(T) = —wp A vy

In addition, we need 2 Boolean variables v{, and v} to represent the next state in the transition relation.
Since gy is the only initial state, we have I(7) = —wy A —w;. Actions are encoded in a very similar
manner. Hence, we need no variables to represent the action of the environment and each of the two
original players requires 2 Boolean variables to represent their 4 possible actions. A joint action can thus
be encoded using a Boolean vector W = [wg, wy, ws, ws]. For example, the encoding of the joint action
sp is:
sp(W) = ~wo A wy Awa A ~ws
T T

In general, a protocol P; and an evolution function ¢; are encoded as follows [65]:

Pi(v,w) = \/ Li(Tw) A \/ a;(W;)

lis€LiB a;EAct;

t;(v,w, ?) = \/ \/ [liE(ﬂi) Aa(@) A ti(lig, a) (?)]

Lig€L;g aEAct
For example, the encoding of the protocol Py is:

Sg r P s S1 i So i

S —_— —— —— — | — —— — Y —
Py (7,W) = =vg A =1 A(—wg A —wy Vwg A —wy V—wo A wy) Vg A —wp Awg Awy Vg A —wy Awg A wy

Py (s,s5)={r,p,s} P (s,s1)={i} Py (s,s2)={i}

ic Agt P;(v,w) and t(v,w,v') =

N 7/ . . . . o . . .
Nica gt bi (v, W, v") respectively, we can derive an expression for the binary transition relation:

If we define the global protocol and evolution function as P(v,w) = A

R(v,v') = Jw.P(v,w) A t(v,w,v)
Finally, we can calculate the fixpoint for reachable states” G' = lfpg [1 Usucs(Q)] symbolically as:
G(v) = lfpe [I(v) V3. (6" A R(V/,D))]
suc3(Q)

where ©’ is a Boolean formula equal to © with variables in 7 and v’ swapped.
This completes the symbolic implementation of the toy model. ISPL code® for the model is provided
in Appendix A.

“sucg is the opposite of preg (see Definition 2.11). Tt calculates the set of successors of a set of global states X C G in

an interpreted system Z: sucs(X) £ {g € G | 3¢’ € XTa € Act.t(g’,a) = g}.
8 As explained in Subsection 2.5.2, ISPL is a language for modelling multi-agent systems supported by MCMAS. The
ISPL syntax is described in Subsection 6.1.2.
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3.4 Summary

In this short chapter, we discussed the problems associated with model checking full SL, namely NONELE-
MENTARY SPACE-HARD model checking complexity, non-behavioural strategies, and undecidability under
incomplete information. In order to tackle these issues, we identified two fragments of SL, Epistemic
Strategy Logic (SLK) and One-Goal Strategy Logic (SL[1G]), which we will further investigate in Chap-
ters 4 and 5 respectively.

Furthermore, we provided a very simple toy model of the game of Rock-Paper-Scissors, which we will
use throughout the rest of this report to demonstrate new concepts. We encoded it as an interpreted
system and explained how it can be implemented symbolically.



Chapter 4

Epistemic Strategy Logic

In this chapter, we introduce FEpistemic Strategy Logic, or Strategy Logic with Knowledge (SLK), a
modification of SL (see Subsection 2.2.5) which is defined on imperfect recall semantics with incomplete
information (i.e. agents have no memory of the past and do not have a complete knowledge of the global
state of the system). We show that the corresponding model checking problem belongs to the PSPACE
complexity class. We also provide an efficient model checking algorithm for it and prove its correctness.
Both the logic and the algorithm constitute original material developed as part of this individual project.
This chapter is split into two parts: Section 4.1 introduces the logic and Section 4.2 describes the model
checking algorithm.

4.1 Logic

SLK is a logic which combines the ability of SL to express game-theoretic concepts with the epistemic
framework for describing agents’ knowledge. It is a unique blend of three well-established formalisms:
(i) LTL operators X, F, G, and U, (#) SL strategy quantifiers {z),[z] and agent binding (a,x), and
(iii) epistemic modalities K;, E4, D4, and C4. This structure allows us to reason about the temporal,
behavioural, and epistemic aspects of a model separately. As explained in Section 3.1, the logic is defined
on imperfect recall semantics with incomplete information in order for the model checking problem to
be decidable.

This section provides formal definitions of SLK syntax, semantics, and other related concepts. The
definitions will provide us with a solid foundation for the development of the model checking algorithm
presented in the next section. We will also discuss several examples and demonstrate some limitations
of SLK.

4.1.1 Syntax

The syntax of SLK extends the syntax of SL (Definition 2.19) with epistemic modalities representing
individual knowledge K;, group knowledge E 4, distributed knowledge D 4, and common knowledge Cy4,
where i € Agt is an agent and A C Agt a set of agents (see Subsection 2.2.6 for a brief introduction to
epistemic modalities).

Definition 4.1 (SLK Syntax). SLK formulas are built inductively using the following grammar, where
p € AP is an atomic proposition, x € Var a variable, i € Agt an agent, and A C Agt a set of agents:
pu=p|T|-eloneleVe[Xe|Fe|GelpUp|
(zhe | [z]e | (i,2)p | Kig |Eap | Daw | Carp

where epistemic operators are applied to sentences only, i.e. free(¢) = 0 in K; ¢, E; 0, D4 ¢, and C4 .
SLK denotes the infinite set of formulas generated by the above rules.

We use the set of free agents/variables as in Definition 2.20 with an extra rule: free(K;y) =
free(Ea @) = free(Da ) = free(Ca ) = 0, for all i € Agt and A C Agt. The reason for this is that ¢
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must be a sentence according to the definition above. For example, given the set of agents Agt = {E, a, b}
and an agent i € Agt, [e] (z) [y](E, e)(a,z)(b, y)K;Xp and [e] {(z) [y]K:(E, e)(a, z)(b, y)X p are not well-
formed SLK formulas since free(Xp) = {E, a,b} and free((E,e)(a,z)(b,y)Xp) = {e,x,y}. On the other
hand, [[e] () [y](E, e)(a, x)(b, y)X K; p and K;[e] () [y](E, )(a, ) (b, y)X p are well-formed because both
p and [e] () [)(E, €)(a, 2)(b, y)X p are sentences, i.c. free(p) — free([e] (&) [y}(E, €)(a, 2)(b, y)X p) = 0.

Observe that the syntax of SLK strictly subsumes all logics in the ATL* hierarchy with imperfect
recall and incomplete information including CTLK and ATLK. Moreover, it allows us to express properties
which could not be expressed by any of the previous logics (including the original SL). For example, the
SLK formula:

Etay [e][](E, e)(a, z)(b,z)[FGp AF G —p]

expresses that “the agents a and b both know that if they use the same strategy, p will be infinitely often
true and infinitely often false”. This formula demonstrates that the large expressive power of SLK comes
from the combination of temporal, strategic, and epistemic modalities.

4.1.2 Basic Concepts

Before defining the semantics of SLK, we have to introduce some basic concepts similar to the ones
introduced in Subsection 2.2.5. Essentially, we have to cater for the fact that agents now have incomplete
information and imperfect recall.

Let us consider agents’ strategies. Since agents now have imperfect recall (no memory), their next
actions depend on their current state only. Furthermore, in order for a strategy to be executable by an
agent with incomplete information, it must assign the same action to all global states that the agent
cannot distinguish, i.e. when g1, g2 € G are two global states such that g; ~, g2, it must be the case
that the strategy of agent ¢ € Agt satisfies f;(g1) = fi(g2). This property is sometimes referred to as
I-uniformity [65]. Since SLK strategies can be shared among multiple agents, it must apply to all of
them. Hence, an SLK strategy must (i) comply with the protocols of all agents that share it and (%) map
any two global states that cannot be distinguished by any of the agents to the same action. A formal
definition follows.

Definition 4.2 (Uniform Shared Memoryless Strategies). A uniform shared memoryless strategy of a
non-empty set of agents A C Agt in an interpreted system Z is a function f : G — Acta such that the
following two conditions hold:

1. Shared. For all global states g € G and agents i € A, f(g) € Pi(lis(g)), i-e. agents comply with
their protocols.

2. Uniform. For all global states g1,g2 € G and agents agents i € A, if g1 ~, g2, then we have
f(g1) = f(g2), i.e. the strategy is a mapping on local states f : L;zg — Act;.

The set of all uniform shared memoryless strategies of the set of agents A satisfying the above properties
is denoted UStr 4. The set of all possible shared strategies is defined as UStr £ Ufféggt UStr 4.

We augment the definition of sharing (Definition 2.22) with an extra case for the epistemic modalities:
sharing(K; ) = sharing(E 4 ¢) = sharing(D 4 ¢) = sharing(C4 ) = sharing(y) for all i € Agt and A C Agt.
The definitions of assignment and play in SLK are analogous to the ones for SL (Definitions 2.23 and 2.26).
The only difference is that they refer to uniform shared memoryless strategies and thus do not require
translation (Definitions 2.24 and 2.25). We will omit them for conciseness.

4.1.3 Semantics

The semantics of SLK is defined with respect to interpreted systems (see Definition 2.5). For an in-
terpreted system Z, a global state ¢ € G, and an assignment y with free(p) C dom(x), we write
Z,x, 9 Esik @ to indicate that the formula ¢ € SLK holds at g in Z under . A formal definition follows.

Definition 4.3 (SLK Semantics). Let Z = <(Li, Acti, Poyti) e age
AP aset of propositional formulas. For all SLK formulas ¢ € SLK, global states g € GG, and assignments
X € Asg with free(¢) C dom(x), the modelling relation Z, x, g =sik ¢ is inductively defined as follows:

1, h> be an interpreted system and
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1. IvX».g ':SLK T.
2. Z,x,9 Esw p iff g € h(p), with p € AP.

3. For all formulas ¢, 1, @2 € SLK, it holds that:

(a) Z,X,9 Fsix ~¢ iff Z, X, g Fsuk @
(b) Z,x,9 Fsw 1 A2 f T, x, g sk w1 and Z, X, g Fsix 2.
(€) Z,x,9 Fsux 1 V2 it T, x, 9 Fsux w1 or Z, X, g Fsix ©2-

4. For a variable z € Var and a formula ¢ € SLK, it holds that:
(a) Z,x, 9 Fsix (x) iff there exists a strategy f € UStr'sharing(,2) Such that Z, x[z — f], g Fsix
3
(b) Z,x, 9 Fsuk [x] iff for all strategies f € UStrsparing(p,z) it holds that Z, x[x — f], g Fsuk -

5. For an agent i € Agt, a variable z € Var, and a formula ¢ € SLK, it holds that Z, x, g FEswk (¢, 2)p
i Z, x[i = x(2)], 9 Fsux ¢

6. Let m = play(g, x). For all formulas ¢, p1, 92 € SLK, it holds that:

() Z,x,9 Fsu X if T,x, 7(1) Fsu ¢

(b) Z,x, 9 FEswk F o iff there exists ¢ > 0 such that Z, x, 7(7) Fsik ¢;

(¢) Z,x,9 F=sik G iff for all ¢ > 0 we have Z, x, 7(i) sk ¢;

(d) Z,x,9 Eswk w1 Uy iff there is an index ¢ € N such that Z, x, 7(i) Fswx 2 and, for all
indices j € N with 0 < j < 4, it holds that Z, x, 7(j) Esik ¥1-

7. For an agent i € Agt, a set of agents A C Agt, and a formula ¢ € SLK, it holds that:

(a) Z,x, g9 Esw K; ¢ iff for all ¢’ € G such that g ~, ¢/, it holds that Z,0, ¢’ sk ¢;

(b) Z,x, 9 Eswk Ea g iff for all ¢’ € G such that g ~§ ¢/, it holds that Z,0, ¢’ Fsux ¢;
(¢) Z,X, 9 sk Da g iff for all ¢’ € G such that g ~Q ¢, it holds that Z,0, ¢’ =gk ¥;
(d) Z,x,9 Esw Ca ¢ iff for all ¢ € G such that g ~§ ¢, it holds that Z,0, ¢’ sk -

Although it is very similar, the SLK semantics differs from SL semantics (see Definition 2.29) in
two aspects: () it is defined on uniform shared memoryless strategies and (i) it supports epistemic
operators. Both modifications are consequences of using incomplete information. Notice that we assume
that agents are not aware of the strategy assignment. In fact, they are not even aware of their own strategy
for the purposes of epistemic accessibility. This assumption is expressed by the empty assignments in
the epistemic cases.

In order to complete the description of the SLK semantics, we define satisfiability and a model of an
SLK sentence. Intuitively, a formula is satisfiable if it is true in some interpreted system.

Definition 4.4 (SLk Satisfiability). We say that an interpreted system Z is a model for an SLK
sentence ¢, in symbols Z gk ¢, iff, for all initial global states g; € I, it holds that Z,0, g; sk ¢-
More generally, we say that an interpreted system Z is a model for an SLK sentence ¢ on a global state
g € G, in symbols Z, g sk @, if Z,0,9 Esik ». An SLK sentence ¢ is satisfiable iff there is a model
for it.

Finally, we define implication and equivalence between SLK formulas.

Definition 4.5 (SLK Implication and Equivalence). Given two SLK formulas ¢ and @5 with free(yp;) =
free(ps), we say that o1 implies o, in symbols ¢ = o, iff, for all interpreted systems Z, global
states g € G and assignments y € Asg with free(¢) C dom(x), it holds that if Z,x,g Esik 1 then
Z,x, 9 Esik p2. We say that o1 is equivalent to @9, in symbols p; = @9, iff both ¢1 = @9 and pa = @1
hold.

We will now consider two sample SLK formulas and explain why they do or do not hold in the toy
model in Figure 3.1:
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o 7,0, 95 F=sux [e][z](y) (E,e)(1,2)(2,y)X po. This formula expresses that “whatever strategies the
environment and player 1 use, there is a strategy for player 2, such that he will win in the next
round”. Intuitively, this is true. To see why it is formally true, let d be an arbitrary strategy for the
environment and f an arbitrary strategy for player 1. Define a strategy h for player 2 as follows:

v if fgg) =s
h(gg) £0p if flge) =1
s if f(gg) =D

We now need to show that Z, x, ¢ [=sik Xp2 where x = {(e,d), (z, ), (y,h), (E,d), (1, ), (2,h)}.
The resulting play is m = gog5 (player 2 always beats player 1 in the first round by the construction
of h). The formula Xpy is true at g iff Z, x, 7(1) =gk p2. Since we have 7(1) = go € h(p2) and d
and f were arbitrary, we are done.

o 7.0, 95 Fsik (u)lellz](E,e)(1,2)(2,y)Xpa. This formula expresses that “there is a strategy for
player 2, such that whatever strategies the environment and player 1 use, he will win in the next
round”. Again, our intuition tells us that this formula should be false. To see why this is indeed
false, let h an arbitrary strategy for player 2. We pick some strategy d for the environment and
define a strategy f for player 1 as follows:

r if h(gs) =s
flge) £ {p ifh(gg) =T
s if h(gg) =p

We now need to show that Z, x, g sk Xpe where x = {(e,d), (z, f), (y, ), (E,d), (1, f),(2,h)}.
The resulting play is m = gog¢ (player 1 always beats player 2 in the first round by the construction
of f). The formula Xpy is true at g iff Z, x, 7(1) =ik p2. Since we have m(1) = g1 &€ h(p2) and h
was arbitrary, we are done.

4.1.4 Comparison with Strategy Logic

Let us now reiterate the main differences between the two logics. SLK differs from SL in the following
ways (please refer to Subsection 2.2.5 for more information about the original SL):

1. Imperfect recall. Intuitively, SLK agents have no memory of the past and make their decisions
based on the current states only. Formally, SLK strategies are mappings from local states to actions
(f : Lig — Act;). Compare this with ATL and SL strategies (see Definitions 2.16 and 2.21), which
map non-empty finite sequences of global states (tracks) to actions (f : Trk — Act;).

2. Incomplete information. Agents do not have complete knowledge of the whole system in SLK,
i.e. they do not “see” other agents’ variables. This puts the uniformity constraint on strategies
(see Definition 4.2) so that they could be executed by agents (see Subsection 4.1.2). As explained
in Chapter 3, SL is undecidable under perfect recall semantics with incomplete information.

3. Epistemic modalities. SLK supports epistemic modalities expressing agents’ knowledge. The
four epistemic modalities supported by SLK are individual knowledge K; ¢, group knowledge E 4 ¢,
distributed knowledge D4 ¢, and common knowledge C4 ¢. See Subsection 2.2.6 for more details
about epistemic modalities.

4. Underlying framework. SLK is based on interpreted systems whereas SL was originally defined
on concurrent game structures. Note that we redefined SL on interpreted systems in Subsec-
tion 2.2.5 so that it would be easier to compare the two logics. As explained in Subsection 2.1.3,
interpreted systems are more natural for expressing incomplete information. Both frameworks are
defined in Section 2.1.

While epistemic modalities dramatically increase the expressiveness of SLK, imperfect recall puts heavy
constraints on agents’ behaviour. The impact of no memory is discussed in the next subsection.
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4.1.5 Limitations

As we explained in Section 3.1, SLK solves the undecidability of St under incomplete information using
imperfect recall semantics. Effectively, we are removing agents’ memory and forcing them to base their
decisions purely on their current local states. While memoryless strategies are easier to reason about and
more compact, they are also less powerful and non-behavioural. We will now explain these limitations.
For a start, we show that some simple properties may not be achievable using memoryless strategies.
Consider the toy model in Figure 3.1 and the following SLK specification:

() (=) () (E, e)(1,2)(2,9)[X (=p1 A =p2) AXX (p1 V p2)]

The rough meaning of the formula is “There exist strategies for the two players such that they draw first
and then one of them wins”. Clearly, there exist memoryful strategies which satisfy the specification
above (starting from the initial state g): The agents simply perform the same action in the first round
(e.g. rock-rock) and different actions in the second round (e.g. rock-scissors). Formally, the memoryful
strategies f1, fo are:

1>
(1>

fi (gg)
f1(959g)

r f2(g¢)
r fQ(gggg)

T

[I>
[I>

S

However, there are no memoryless strategies that would fulfil the specification. The reason is that since
both agents perform an action a € {r,p, s} in the first round, they have to do it again in the next round
because their local state has not changed. Hence, they will keep drawing forever.

We can see that memoryless strategies have less power than memoryful strategies. This can be useful
in certain scenarios. Consider the situation where we are synthesising the behaviour of a simple hardware
device (e.g. a thermostat) with a fixed amount of memory. In this case, we consider each possible memory
settings of the device to be one local state and allow arbitrary transitions between them. Informally, we
let the agent decide what it wants to remember. It is appropriate to treat the agent as memoryless since
its memory is already encoded in its local state space. We then try to synthesise a memoryless strategy
for it. If we succeed, then the agent’s fixed-size memory is sufficient to achieve the goal. Hence, SLK can
be used to answer questions like “Does agent a have enough memory to enforce ¢ ?”.

On the other hand, there are many scenarios when it is clearly inappropriate to assume that the
agent has no memory. Consider the following security protocol specification:

(e} [z](E, e)(intruder, 2)G —Kintruder password

It asserts that there is some strategy e for the environment such that whatever strategy = the intruder
uses, they will never know the password. The major flaw with this specification is that it assumes that
the intruder has no memory, i.e. it underestimates their power. Hence, we can be certain about a “yes”
answer only if we know exactly what they are capable of, which is rarely the case. Conversely, if the
answer is “no”, it does not necessarily mean that there is no memoryful strategy for the environment that
would ensure security. This simple example demonstrates that SLK is not appropriate for the verification
of security protocols’.

As we pointed out in Section 3.1, imperfect recall does not address the problem of non-behavioural
strategies, in which an agent’s action depends on another agent’s action in another counterfactual play.
Consider again the toy model in Figure 3.1 and the following SLK specification:

() (®, ) [yl =1 €= ) (1, 2)(2,y)Xp1) < ((1,9)(2, 2)Xp2)]

This formula is more complicated than the previous ones. Its meaning roughly is as follows: “For all
strategies y, z there is a strategy x, such that x beats y iff z beats y”. Given this, it should be clear that
this formula is true because we can always set x = z. Now the question is, how do we determine the
strategy «? The action of player 1 in (1,2)(2,y)X p1 depends on the action of player 2 in (1, y)(2, 2)X pa.
In other words, the strategy of player 1 depends on the strategy of player 2 in another counterfactual
play, i.e. it is mon-behavioural. While the formula above might seem quite convoluted, it is precisely this
ability to express complicated interdependencies of agents’ behaviour why SL was introduced in the first
place. Please refer to [75] if you want to know more about behavioural and non-behavioural fragments

of SL.

INevertheless, we will do exactly that in Subsection 6.4.1.
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4.2 Model Checking

In this section, we focus on model checking SLK. Recall that the model checking problem for SLK is as
follows: Given a system .S represented by an interpreted system Zg and a property P expressed as an
SLK formula ¢pp € SLK, we want to determine whether the formula is true in the model:

?
Ts ':SLK Yr

We provide a model checking algorithm for SLK which calculates the set ||¢p||;, of global states of Zg
in which the formula ¢p holds. The problem above is then decided by checking if all initial states I of
Ts satisfy @p:

?
ICllepllz,

We first discuss the complexity of the problem. Then we present an algorithm which admits an efficient
symbolic implementation.

4.2.1 Complexity

Before developing an algorithm for model checking SLK, we consider the complexity of the SLK model
checking (decision) problem:

Given an interpreted system Z, a global state g € GG, and an SLK formula ¢ € SLK, determine
whether Z,0, g Esix -

We claim that the problem can be solved in a polynomial amount of space (PSPACE) with respect to
both the size of the interpreted system? |Z| and the size of the formula |p|. The idea is to determine
the problem recursively with a function that accepts a global state ¢’ € G and an assignment x’' € Asg
as input. Since both ¢’ and X’ require only a polynomial amount of space and there will be at most ||
nested calls to the function, we obtain the desired complexity.

Theorem 4.1. The SLK model checking problem is PSPACE with respect to both the size of the model
|Z| and the size of the formula |¢|.

Proof. An arbitrary state ¢’ € G can be encoded using [log, |G|] Boolean variables (how this can be
done is explained in Subsection 2.3.2). An arbitrary uniform shared memoryless strategy fa : G — Acta
for a set of agents A C Agt can be stored using [logz ‘ [MNyea Acti] GH < |G| % [logy |max;e 4 Act;|] space.

Note that we assumed in Definition 2.22 that every variable is quantified at most once within a formula.
Therefore, we do not need to remember the full assignment on Var U Agt as the entries for agents are
merely copies of the entries for the variables they are bound to. Hence, an arbitrary assignment x’ € Asg
can be stored using at most

[vars(ip)| x (|G| x [logy jmaxica Acti|] + 1) + | Agt| x [logy vars(e)|] = O(IZI* x |])

partial mapping from variables in ¢ to strategies “pointers” for agents into
the variable assignment

space. The semantics of SLK (Definition 4.3) can be easily transformed into a function CHECK(¢', ¢, x').
The important cases are (we omit the other cases for conciseness):

e CHECK({x)¢"”,4¢',x"). We store the current strategy for the variable z, s := x/(z). Then we
perform a for loop over all possible strategies X'(7) := foharing(p,z) and call CHECK(¢",g’,X').
After the loop we restore the current strategy for the variable x, x'(x) := s. If any of the calls
within the loop succeeded, we return “yes”. Otherwise, we return “no”.

The temporary storage s for one strategy and some counter variables for the loop fit within the
O(IZ? x |¢|) space bound.

e CHECK(X¢",¢',x"). Given ¢’ and x”, it is easy to calculate the successor ¢’ (by calculating 7 (1)
of m = play(x/, ¢’) as in Definition 2.26). We then call CHECK(¢", ", x').

O(|Z? x |¢|) space will be sufficient for calculating the successor.

2To be previse, we define |Z| = |G| + |Agt| + | Act|.
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e CHECK(p"” U™ ¢, x"). We introduce a counter ¢ and perform the following (pseudocode):
for i :== 0 to |G| do
if CHECK(¢",¢’,x’) then
return “yes”
else if “CHECK(¢", ¢, x’) then
return “no”
end if
g’ := SUCCESSOR(¢’, x/)
end for
return

A(no”

We traverse the path starting from ¢’ as long as ¢ holds. If we reach a state where ¢’ holds, the
formula " U " holds so we return “yes”. If we do not reach such a state within |G| steps, we
must be in a cycle (since there are |G| global states) where ¢’ never holds. Therefore, we return

“ 9

no .

The extra counter (and perhaps some auxiliary variables) will surely fit within O(|Z|? x |¢|) space.

The depth of the call stack will be at most |p|. Hence, if we reuse space, CHECK (¢, g, (}) will use at most
O(IZ)? x |¢|?) space. Our claim follows. O

The model checking complexity of ATL* with imperfect recall is PSPACE-COMPLETE [23]. Therefore,
it is tempting to immediately conclude that the problem for SLK is also PSPACE-COMPLETE. However,
there is an important difference between ATL* and SLK semantics: ATL* assigns memoryless strate-
gies only to the existentially quantified agents (see Definition 2.18), whereas SLK assigns memoryless
strategies to all agents. Informally, an ATL* expression (Al means that “There exist memoryless
strategies for agents A such that no matter what the other agents do, 1 will be true”. The SLK formula
[(zi) (4 2i)];e a (9] (4, ¥i)lic age, 4 ¥ has a slightly different meaning: “There exist memoryless strategies
for agents A, such that for all memoryless strategies of the other agents, ¥ will be true”. Intuitively, SLK
restricts the universally quantified agents more than ATL* does3.

Nevertheless, we conjecture that the SLK model checking problem is indeed PSPACE-COMPLETE. We
believe that this could be shown by reducing the problem of evaluating a Quantified Boolean Formula?,
which is PSPACE-HARD [45], to the SLK model checking problem.

4.2.2 Algorithm

The model checking algorithm SATg « for SLK, which calculates the set of global states in which a
given formula is true, is a modification of the existing model checking algorithm for ATLK® used by
MCMAS [65,81]. It differs in two ways:

1. It has an extra parameter, which represents the binding of agents to variables. When model
checking a formula, we start with an empty binding and augment it whenever an agent binding
operator (i,x)y is encountered.

2. Unlike the original algorithm, which merely returns the set of states in which a given formula holds,
the modified algorithm returns a set of extended states. Intuitively, an extended state is a pair of
(i) a global state and (4i) a variable assignment (mapping variables to strategies) subject to which
the formula holds in that state.

We will now define the aforementioned concepts of a binding and variable assignment more formally.
For simplicity, we will fix Var to always be the set of variables quantified in the SLK formula we are
considering (e.g. if the formula to be checked is ¢ = {z)[y](a, z)(b, y)Xp, then we set Var = vars(p) =
{z,y}). This will allow us to define variable assignments as total functions, which will make the theory
and proofs much simpler.

3Note that this subtle difference in semantics has no effect on the relationship between SL[1G] and ATL* with perfect
recall (SL[1G]| strictly subsumes ATL* [72]). Imposing memoryful strategies on agents does not constrain their behaviour
in any way.

4A Quantified Boolean Formula has the form Qozo - Qn_1Tn_1. E(zo,...,xn—1) where E is a propositional formula
over propositional variables zg, ..., zn—1 and for all 0 < ¢ < n, Q; is an existential quantifier 3 or a universal quantifier V.

5A similar model checking algorithm for CTL is shown in Definition 2.12.
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Definition 4.6 (Bindings). Let Z be an interpreted system. Then a binding is a partial function
b: Agt — Var which maps agents in its domain to variables. Bnd £ Agt — Var denotes the set of all
bindings.

Definition 4.7 (Variable Assignments). Let Z be an interpreted system. Then a variable assignment
is a function v : Var — UStr which maps variables in its domain to uniform shared memoryless
strategies. VAsg £ Var — UStr denotes the set of all variable assignments.

Note that variable assignments (Definition 4.7) are also assignments (Definition 2.23 modified for SLK
strategies as explained in Subsection 4.1.2), i.e. VAsg C Asg.

As we have already explained, an extended state is a pair of a (i) global state and (i) a variable
assignment subject to which a formula is true in that state. For example, (g1,{(z, f),(y,9)}) is an
extended state which means roughly: “(the formula is true in) global state g1 when agents bound to
variables x and y act according to the strategies f and g respectively.”. A formal definition follows.

Definition 4.8 (Extended States). Let Z be an interpreted system, g € G a global state and v € VAsg
a variable assignment. Then an extended state is a pair (g,v) € G x VAsg. Ext £ G x VAsg denotes
the set of all extended states.

The meaning of the variable assignment in an extended state is probably slightly unclear right now.
Intuitively, an extended state (g,v) € Ext guarantees a formula ¢ € SLK iff all assignments which agree
with v make the formula true in the state g. Since this explanation is still quite vague, we define the
notion of guarantee more formally.

Definition 4.9 (Guarantee). Let Z be an interpreted system, (g, v) € Ext an extended state, b € Bnd
a binding, and ¢ € SLK an SLK formula with free(p) N Agt C dom(b). We say that (g,v) guarantees
@ in Z under b iff for the assignment x, € Asg defined as:

Xv £ vU{(a,v(b(a))) | a € dom(b)}

we have Z, x4, g FEsik ¢. We write this as Z, (g,v) ,b F .

Now that we have covered the basic structures, we can define the concepts of negation and predecessors
of extended states. These will be necessary for the model checking algorithm presented at the end of this
subsection. Let us start with negation. Assume that we have calculated the set of extended states E
which guarantee the formula ¢ under a binding b. We want to find the set E’ of extended states which
guarantee the formula —p. Intuitively, E’ should contain all extended states that somehow disagree with
E. E' is calculated as follows:

E' = Eit\E

We shall now prove that our claim is correct. We assume that F is the set of all extended states that
guarantee ¢ under b and show that Fzt \ E is the set of all extended states that guarantee —p under b.

Lemma 4.1. Let Z be an interpreted system, b € Bnd a binding, and ¢ € SLK an SLK formula with
free(¢p) N Agt C dom(b). Let E C Ext be the set of all extended states which guarantee ¢ in Z under b.
Then Fxt \ E is the set of all extended states which guarantee —¢ in Z under b.

Proof. Let E' C Ext be the set of all extended states which guarantee —p in Z under b. We show that
E' =FExt\ E.

=: Take an arbitrary extended state (g,v) € E’. Since (g, v) guarantees =, we have Z, x,, g Fsix —¢.
By SLK semantics (Definition 4.3), Z, X, g sk ¢ Thus (g,v) ¢ E, so we have (g,v) € Ext \ E.

«: Take an arbitrary extended state (g,v) € Fzt\ E. Since (g, v) does not guarantee ¢ (otherwise, we
would have (g,v) € E), we have Z, x,, g sk . By SLK semantics (Definition 4.3), Z, x4, 9 Esix
—. Thus, (g,v) € Fxt guarantees —p.

O
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Having covered negation, it remains to explain how to calculate the set of previous extended states,
i.e. given a set of extended states F C Ext which guarantee ¢ under a binding b, determine the set of
extended states E/ C FExt which guarantee X ¢ under the same binding.

We first define the transition relation on global states implied by a binding and a variable assignment.
Intuitively, there is a transition from state g1 € G to a state go € G (given the binding and variable
assignment) if there exists a joint action between them such that each agent acts according to the strategy
assigned to the variable it is bound to.

Definition 4.10 (Implied Transition Relation). Let Z be an interpreted system, g1,92 € G two
global states, b € Bnd a binding, and v € VAsg a variable assignment. Then the transition relation
—2 C G x G implied by b and v is defined by g; —? g, iff dom(b) = Agt and there exists a joint action
a € Act such that t(g1,a) = go, and, for all agents i € Agt, it holds that a;(a) = v(b(7))(g1).

We are now ready to explain how the set of previous extended states is calculated. Intuitively, given
an extended state (g,v) € Ext, the previous extended states are pairs (¢’, v) where ¢ is the successor of
g when all agents act according to their strategies in v.

Definition 4.11 (Previous Extended States). Let Z be an interpreted system, E C FEut a set
of extended states, and b € Bnd a binding such that dom(b) = Agt. Then the function pre :
287t « Bnd — 2P7 which returns the set of previous extended states, is defined as pre(FE,b) £
{{g,v) € Euxt | 39’ € G.{g,v) e ENg =Y g}

Again, we will show that the function pre is correct. We assume that E is the set of all extended
states which guarantee ¢ under b and show that pre(E) is the set of all extended states which guarantee
X under b.

Lemma 4.2. Let Z be an interpreted system, b € Bnd a binding with dom(b) = Agt, and ¢ € SLK
an SLK formula. Let F C Faxt be the set of all extended states which guarantee ¢ in Z under . Then
pre(E) C Ext is the set of all extended states which guarantee X ¢ in Z under b.

Proof. Let E' C Ext be the set of all extended states which guarantee X ¢ in Z under b. We show that
pre(E) = E'.

=: Take an arbitrary extended state (g,v) € pre(E,b). By construction, there is a global state ¢’ € G
such that (¢',v) € E and g —? ¢’. Since (¢',v) € E guarantees ¢, we have T, Xy, 9 FEswk ©-
The implied transition relation implies ¢’ = #(g, a) where a;(a) = v(b(7))(g) for all agents i € Agt.
This can be also rewritten as ¢’ = (g, (x»(a)(g) : a € Agt)) because x, (i) = v(b(7)) for all agents
i € dom(b) = Agt.

We want to show that (g, v) guarantees X , i.e. Z, x4, g Fsix X . This is the case iff Z, x,, (1) FEsik
¢ where m = play(xw, g) (Definition 4.3). From Definition 2.26, we get (1) = ¢(g, (x(a)(g) : a € Agt)),
so 7(1) = ¢’. Since we have already shown Z, x,,, ¢’ Esik ¢, we have Z, x,, g Esix X ¢ as required.

<: Take an arbitrary extended state (g,v) € FE’. Thus, we have Z,x,,9 Fsix X¢. By Defi-
nition 4.3, this means Z,x,,7(1) sk ¢ where ®# = play(x,,g). From Definition 2.26, we
get (1) = t(g, (xv(a)(g) : a € Agt)). This can be equivalently written as 7(1) = t(g,a) where
ai(a) = xv(a)(g) = v(b(i))(g) for all agents i € Agt.
As dom(b) = Agt by assumption, we have g —° 7(1). Moreover, since Z, x,, 7(1) FEgsix @, we have
(m(1),v) € E (because it guarantees ). Therefore, we have (g,v) € pre(E,b) as required.

O

Finally, we have all the ingredients to define the model checking algorithm SATZ (-, -) for SLK.

SLK

Definition 4.12 (SLK Model Checking Algorithm). Let Z be an interpreted system, ¢ € SLK an SLK
formula and b € Bnd a binding, such that free(¢) N Agt C dom(d). Then the model checking function
SAT%LK : SLK x Bnd — 2P is inductively defined as follows:

1. SATZ . (T,b) £ Eat.

SLK

2. SATE,(p,0) £ {(g,v) | g € h(p)}, with p € AP.




76 Chapter 4. Epistemic Strategy Logic

3. For all formulas @, p1, s € SLK, it is defined as:

(a) SATE (—p,b) = Ext \ SATE, (p,b);
(b) SATSIK( P12, ) £ SATSIK(@M ) N SATSIK(QD% b);
(C) SATSLK(‘PI V 2, b) - SATSLK(Solv b) U SATSLK(@% b)

4. For an agent i € Agt, a variable * € Var, and a formula ¢ € SLK, SATE . ((i,z)p,b) =
SATSLK(‘P; bli — z).

5. For a variable x € Var and an SLK formula ¢ € SLK, it is defined as:

( ) SATSLK(«J:»()O?Z)) £ { | Eif € UStrsharmg (p,x)" <ga [Qf = .ﬂ> € SATSLK(‘)Oab)}v
( ) SATSLK([[xHSDa b) £ { | Vf S USthharlng(ga ). <ga [fE = f]> € SATSLK(@) b)}

6. For all formulas ¢, p1,p2 € SLK, it is defined as:

(a) SATE (X, b) £ pre(SATE,  (¢,b) , b);

(b) SATE, . (Fp,b) = SATE, (T Up,b);

(c) SATE (G, b) = SATE,  (—F —p,b);

(4) SATE, (1 Uz, b) 2 lipy [SATE, (2, ) U (SATE, (1, 5) N pre(X, )],

7. For an agent ¢ € Agt, a set of agents A C Agt, and a formula ¢ € SLK, it is defined as:
(a) (Ki p,b) = Eaxt \ {(g, € Ext | (g, v') € SATE (=, 0).9" ~; g};
(b) SAT «(E4®, b) £ Ext\ {(g,v € Ext ‘ (g’ V') € SATSLK(mp,@) .g NE; g};

(c) SATSLK(DA ©,b) 2 Ext\ {(g,v) € Ext | (g’ V') € SAT%LK(—'%(Z)) .q' NB g};

(d) SATSLK(CA ©,b) = Ext \ {(g,v) € Ext | I{g',0') € SATSLK(_‘%@) .g N% g}.

a SATSLK

The correctness of the algorithm is asserted in the following theorem.

Theorem 4.2. Let Z be an interpreted system and ¢ € SLK an SLK sentence. Then the set of all states
at which ¢ holds is: {g € G | Z,0,9 s ¢} = {g € G | Jv € VAsg. (g,v) € SATE (0, 0)}.

Proof (Sketch). We prove by induction that for an arbitrary interpreted system Z, SLK formula ¢ € SLK,
and binding b € Bnd such that free(¢) C dom(b), SATE, . (p,b) is the set of all extended states that
guarantee ¢ in Z under b. The two important cases were proved in Lemmas 4.1 (negation) and 4.2
(temporal step).

Since the topmost formula ¢ is a sentence, it will either hold, or not hold in each state (regardless of
the variable assignment). Therefore, we existentially quantify over variable assignments. O

Observe that the SLK model checking algorithm is decidable because the sets UStr, Var, VAsg, Agt,
Bnd, G, and, consequently, Ezt are finite. An efficient symbolic implementation of the algorithm using
BDDs is presented in Subsection 4.2.4.

4.2.3 Strategy Synthesis

As we have explained in Subsection 4.1.5, one of the main limitations of SLK are non-behavioural strate-
gies, which depend on counterfactual scenarios. Consequently, SLK strategies are very difficult® to
synthesise. To see why this is the case, consider the SLK sentence ¢ = [2][y]{(z)%. Assume that ¢ holds
at a particular state g € G in an interpreted system Z, i.e. Z, g FEgix . We would now like to synthesise
a uniform shared strategy f, : G — Act, for the variable z depending on the uniform shared strategies
fo: G — Acty and f, : G — Act, for the variables x and y respectively where Act, £ Actsharing(4,0)

6Unlike perfect recall SL strategies, which cannot be synthesised in general due to being non-behavioural, imperfect
recall SLK strategies can always be synthesised. This should not be surprising given that the set of uniform strategies is
finite for a given interpreted system and SLK formula. Hence, we can explicitly enumerate all possible combinations of
strategies.
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for v € Var. If SLK strategies were behavioural, there would exist a mapping m; (also referred to as
elementary dependence map [75]) from the next actions of f, and f, in g to the next action of f, in g:

my : G — (Acty x Acty — Act.)

(9:f2(9),fy(9)) — f=(9)

There would be at most |Act,| x |Act,| possible inputs to m4 to determine f,(g) as it depends only on
fz(g) and f,(g). Unfortunately, such a mapping does not exist in general because SLK strategies are
non-behavioural. Instead, a more general mapping mo (also referred to as dependence map [75]) from
strategies f, and f, to the strategy f. must be considered:

my : (G — Acty) x (G — Acty) = (G — Act,)
(fo fy.9) = f=(9)

Informally, determining f,(g) requires the same amount of information as constructing the whole strategy
f=. In order to synthesise the action f,(g) or the strategy f., we possibly need to know the complete
strategies f; and f,. More importantly, the maximum number of entries in the mappings m; and my
are:

my ¢ |G| x |Act| x |Act,| my ¢ |G| x |Act,|'% x |Act, |1

Assume that the interpreted system Z is quite small and has |G| = 10 global states and |Act,| = |Act,| =
|Act.| = 10 actions. While the mapping m; for behavioural strategies would require at most 1000 entries
of the form (g, fz(9), fy(9)) — f-(g), the mapping mgy for non-behavioural strategies might have up to
102! entries of the form (fy, fy,g) — f:(g). Furthermore, if we encode each output of f, using only
[log, |Act,|] = 3 bits and store the whole mapping in a large array, m; will use at most 375 bytes while
ms might need up to 375 exabytes. To put this number into perspective, the total amount of stored
information in the whole world was 295 exabytes (optimally compressed) in 2007 [47]. This example
demonstrates the high impracticality of general SLK strategy synthesis on any non-trivial models.

While SLK strategy synthesis is infeasible in general, it can be performed efficiently on certain types
of formulas. We will now explain the concepts of witness and counterexample strategies and describe
how these can be synthesised using the model checking algorithm discussed in Subsection 4.2.2. Let 7
be an interpreted system, g € G a global state, and ¢, 2 {2\, and . 2 [y]tb. two SLK sentences.
Furthermore, assume that ,, holds at g while ¢, does not, i.e. Z,0, g Esix ¢w and Z,0, g Fsix pe- By
SLK semantics (see Definition 4.3), there is a memoryless uniform shared strategy f,, for x which makes
1, true at g. Conversely, there must be a memoryless shared strategy f. for y which makes 1. false
at g. f, and f. are referred to as a witness and a counterexample strategy respectively. Intuitively, the
strategy f, is a “witness” to ¢, being true at g while f. is a “counterexample” for ¢, at g. A slightly
more general form of the two concepts is provided in the following definition.

Definition 4.13 (Witness and Counterexample Strategies). Let Z be an interpreted system, g € G a
global state, and ¢, = (20) - .. (Zm_1)¥w and p. = [yo] - - - [yn—1]te two SLK sentences. Then:

e Memoryless uniform shared strategies fuo,..., fu(m—1) are witness strategies for ¢, at g iff
(i) fwi € UStrsharing (v ,2;) for all 0 < 4 < m and (i) T, Xw,9 FEsix ®w where Xy £
e Memoryless uniform shared strategies feo, ..., fe(n—1) are counterezample strategies for ¢. at

g iff (i) fei € UStrenaring(pe,ys) for all 0 < i < n and (i) Z,Xc,g sk Pe where x.
{(yi, fei) 10 < i < n}.

Consider the toy model in Figure 3.1 and the SLK formulas ¢; = () (=) (y) (E, e)(1,z)(2,y)X p; and
02 2 [e][2][¥](E, e)(1,2)(2,y)X po. The formula o1 means that “there exist strategies for all the agents,
such that player 1 wins in the next round”. The formula @9 expresses that “for all strategies of the agents,
player 2 wins in the next round”. By SLK semantics, we have Z,0, g s @1 and Z,0, gg Fsic @2
Incidentally, the following strategies are both witness strategies for 1 and counterexample strategies
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for o at g,:
felge) &1 folgs) 21 fulge) 21
fe(gl)éi fﬁ(gl)éi fy(gl)éi
fe(g2) 21 fe(ge) &i fy(g2) 21

The two concepts are duals of each other in the sense that if f is a witness strategy for ()¢ at g,
then it is a counterexample strategy for [z]—1 at ¢ (and vice versa).

Lemma 4.3. Let Z be an interpreted system, g € G a global state, ) an agent-closed SLK formula

with free(v) = {xo,...,2n-1}, and fo,..., fn—1 memoryless uniform shared strategies such that f; €
UStrsharing(z:,) for 0 < i < m. Then fo,..., fo_1 are witness strategies of (xo) ... {zn_1))¢ at g iff
fos--+, fn—1 are counterexample strategies of [zo] ... [xn—1]% at g.

Proof. We prove both directions of the equivalence separately:

=: Assume that fo,..., f,_1 are witness strategies of (o) ... {(xz,—1)t¢ at g. By Definition 4.13, we
have f; € UStrsharing(y,z;) for all 0 < i < n and 7, x,g = ¢ where x 2 {(zi, fi) |0 <i<n} By
Definition 2.22, we have sharing(—¢, ) = sharing(p, x) for all SLK formulas ¢ € SLK and variables
v € Var so f; € UStrsparing(—p,z,) for all 0 <@ < n. Since Z,x,9 Fswk ¥, Z,X,9 Fswk —¢ holds

by SLK semantics (Definition 4.3). Hence, by Definition 4.13, fo,..., fn—1 are counterexample
strategies for [xo] ... [xn—1] -2 at g.
<: Assume that fo,..., fn_1 are counterexample strategies of [z¢]...[zn_1]-% at g. By Defini-

tion 4.13, we have f; € UStrenaring(—,a,) for all 0 < i < n and Z,x,9 Fsik —¢ where x =
{(zs, fi) | 0 <i < n}. Again, we have f; € UStrsparing(y,z,) for all 0 < i < n by Definition 2.22.
Since Z, x, 9 Fsik U, Z, X, g Esux ¥ holds by SLK semantics (Definition 4.3). Hence, by Defini-
tion 4.13, fo,..., fn—1 are witness strategies of (o)) ... {(rn_1)% at g.

O

This duality will allow us to focus on witness strategies and their synthesis only: Suppose an SLK
sentence ¢ = [x¢] . .. [zn—1]% does not hold hold at a state g € G in an interpreted system Z and we want
to construct counterexample strategies for ¢ at g. Since Z, 0, g fesix p, we must have Z,0, g Esic —p by
SLK semantics (see Definition 4.3). Using the equivalence — [zo] ... [2n-1]¥ = (z0)) - .. (Tn-1)¢, we
get Z,0, 9 Esik {xo) - .- (xn_1)—). Finally, we construct witness strategies for = at g, which are also
counterexample strategies for ¢ at g by Lemma 4.3.

The procedure for constructing a counterexample strategy relies on witness strategy synthesis. Before
describing how witness strategies can be retrieved, we need to show that they always exist when an SLK
formula holds.

Lemma 4.4. Let Z be an interpreted system, ¢ an agent-closed SLK formula such that free(v) =
{xg,...,2n_1}, and p = (20) ... (x,_1)1 an SLK sentence. Then the following holds: Z, 0, g =gk @ iff
there exist witness strategies fo,..., fn_1 for ¢ at g.

Proof. We prove both directions of the equivalence separately:

=: Assume that Z,0), g Esi« ¢. By SLK semantics (Definition 4.3), there exist strategies fo, ..., fn_1
such that fi € UStsharing((zis1)...(wn_1)b.z) fOr all 0 < i < n and Z,x,9 Fsix ¥ where x =
{(xs, fi) | 0 < i < n}. By Definition 2.22, we have sharing({x;+1)) - .. (zn—1)%, x;) = sharing(¢y, z;)
for all 0 < ¢ < n. Hence fy,..., fn—1 satisfy both conditions for being witness strategies of ¢ at g
(see Definition 4.13).

<: Assume that there exist witness strategies fo,..., fn—1 for ¢ at g. By Definition 4.13, we have
fi € UStreparing(v,ay) for all 0 < i < n and Z,x,9 Fsw ¥ where x £ {(x, f) 0. <i<n}.
By Definition 2.22, we have sharing(v,z;) = sharing({i+1)) ... (@n-1)9,x;). Hence, we get
fi € UStsharing((wis1)...(xn_1)pows) fOr all 0 < i < n. Therefore, Z,0,g sk ¢ by SLK seman-
tics (Definition 4.3).
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O

It remains to explain how witness strategies can be synthesised using the SLK model checking algo-
rithm we introduced in Subsection 4.2.2. Consider an SLK sentence ¢ = () ... (z,_1) % that holds
at a global state g € G in some interpreted system Z. Since Z,0,g sk ¢, by Lemma 4.4, there must

be some witness strategies fo,..., fn—1 for ¢ at g, which we want to synthesise. The corresponding
assignment y € Asg on the variables zo,...,z,_1 satisfies Z, x, g sk ¥. Let E = SATE (¥, 0) be the

set of extended states which guarantee ¥ in Z under the empty binding. F contains all possible extended
states (¢',v’) such that Z,¢’,v" gk ©. Hence, it must be the case that (g,v) € E where v is some
variable assignment which extends .

Therefore, in order to synthesise witness strategies for ¢ at g, it suffices to find an extended state
(g,v) € SATZ . (¥,0) such that the strategies v(xp),...,v(x,_1) are uniform with respect to the agents
which share them. The witness strategies for ¢ at g are then v(zg),...,v(zn-1).

Lemma 4.5. Let Z be an interpreted system, 1) an agent-closed SLK formula such that free(y) =
{20y, xn_1}, and @ = (o)) ... {(z,_1)? an SLK sentence. Then the following properties hold:

1. For all variable assignments (g,v) € SATZ (3,0) such that v(z;) € UStrsharing(v,2,) for 0 <i < n,

SLK
v(zg),...,v(z,—1) are witness strategies for ¢ at g.

2. If there exist witness strategies for ¢ at g, then there exists a variable assignment v € VAsg such
that v(x;) = f; for 0 <i < n and (g,v) € SATZ (1, 0).

Proof. We prove both properties separately:
1. Take an arbitrary extended state (g,v) € SATZ . (3,0) such that v(z;) € UStT sharing(y,2;) for 0 <

SLK
i < n. As we have explained in the proof of Theorem 4.2, {g,v) guarantees v in Z under §). By
Definition 4.9, Z,g,v s . By SLK semantics (Definition 4.3), we have Z, x,g sk ¥ where
x = {(z5,v(z)) | 0 < i < n} since free(y)) C {z0,...,7,_1} C dom(v). Hence, v(zo),...,v(Tm_1)
satisfy both conditions for being witness strategies for ¢ at g (see Definition 4.13).

2. Assume that fy,..., f,_1 are witness strategies for ¢ at g. By Definition 4.13, f; € UStrsha,ing(w,xi)
for all 0 < i < n and Z,, g Fswx ¥ where x = {(z;, fi) | 0 <i < n}. Since dom(x) = free(s), by
SLK semantics (Definition 4.3), we have Z,g,v =g« v for all v € VAsg such that y C v. There
must exist at least one such variable assignment v because dom(x) C Var (simply set v(z) £ x(z)
for x € dom(x) and assign arbitrary strategies to variables y € Var \ dom(x)). By Definition 4.9,
{g,v) € Ext guarantees v in Z under (). Therefore, (g,v) € SATZ . (1,0) (see proof of Theorem 4.2).

SLK
O

Informally, the first property in Lemma 4.5 expresses soundness of the approach, i.e. that it will
return only witness strategies for ¢ at g. Conversely, the second property asserts completeness of the
approach, i.e. that it will return witness strategies for ¢ at g, if they exist.

4.2.4 Symbolic Implementation

In this subsection, we discuss how the algorithm presented in Subsection 4.2.2 can be implemented
symbolically using BDDs. As explained in Subsection 2.3.2, BDDs are a very efficient representation for
manipulation of Boolean formulas. BDDs are used by many existing model checkers including MCMAS
(see Subsection 2.5.2), which uses them for model checking CTL and ATL [65]. We present here a
modification of the symbolic implementation for SLK.

We start by representing the parameters of the interpreted system by means of Boolean formulas [81].
Given an interpreted system:

T= <(Li7 Acti, Pioti)icage o 1 h>
we can represent global states and joint actions as follows [65, 81]:

e For every agent i € Agt, we can encode its set of internal states L; with nv(i) = [log, |L;|] Boolean
variables. Thus, a global state g € G can be encoded as a Boolean vector v = (vg,...,vn_1), where

N = ZieAgt nv(i).
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e For every agent i € Agt, we can encode its set of actions Act; with na(i) = [log, |Act;|] Boolean
variables. Thus, a joint action a € Act can be encoded as a Boolean vector w = (wy, ..., wpr—1),
where M =37, 4, na(i).

An example of how this encoding can be done is provided in Subsection 3.3.2.

Encoding of Extended States

In order to implement our new SLK model checking algorithm, we need to represent sets of extended
states (see Definition 4.8), which consist of a global state and a variable assignment. We thus represent
the variable assignment explicitly using Boolean variables as well.

Since the number of strategy variables (and hence the domain of a variable assignment) depends
on the SLK formula we are checking, the total number of Boolean variables also depends on the for-
mula. Let ¢ € SLK be an SLK sentence and vars(p) C Var the set of variables quantified in ¢,
e.g. vars({e) =] {y) (E,e)(1,2)(2,y)G [-p1 A —p2 A {2)(2,2)Xpa]) = {e,z,y,z}. For each variable z €
vars(yp), we represent the strategy associated with x using a number of Boolean variables.

Let us now consider an arbitrary variable = € vars(¢). In the SLK model checking algorithm (Defi-
nition 4.12), the variable quantifies over strategies f € UStrsharing(p,2)- The domain and the range of a
strategy f € UStr, are G and Act 4 respectively (see Definition 4.2). Hence, we could easily represent it
using |G| x [log, |Act 4|] Boolean variables, i.e. we would encode the action associated with each global
state. For example, the following strategy for player 1 (A = {1}) in the toy model (see Figure 3.1):

flge) &1 flg) 21 flg2) 21
could be encoded using 3 x [log, |r, p, s,i|] = 6 Boolean variables:

—bg A b1 Aby A bg Aby A by
—_——— e N —
f(gg)=r flg)=i  f(g2)=i

We can see that this representation is not the most compact one. Namely, we do not need 2 Boolean
variables to encode the action in state g; because Pi(s, s1) = {i}. In fact, we do not need any Boolean
variables to encode f(g1) = f(g2) =1 because i is the only available action in both ¢g; and g2 so agent 1
always has to perform it in these states. Hence, a more compact representation can be obtained by using
only - cq [logy |Nica Pi(lie(g))|] Boolean variables. The strategy f for the toy model would now be
encoded using [log, |{r, p,s}|] + 2 [log, |{i}|] = 2 Boolean variables as —bg A by, which is optimal since
there are exactly three possible strategies available to agent 1. More generally, this encoding is almost
optimal” for shared memoryless strategies.

However, our strategies are also uniform. If have a strategy f € UStr(; for an agent i € Agt, then
for all states g1, 92 € G, g1 ~; g2 implies f(g1) = f(g2). Hence, there is no point in storing both actions
f(g1) and f(g2). Counsider some interpreted system with 2 agents a,b and 3 reachable global states
g1, 92, g3 where g1 ~, g2 and g» ~, g3. Furthermore, assume the following protocols:

P,(lae(91)) = Pu(lae(g2)) = {a1, 82,23} Py(lye(g1)) = {a1, a2}
Po(lar(gs)) = {as, a3} Py(lye(g2)) = Po(lbe(gs)) = {a1,a2,a3}

How many Boolean variables do we need to encode a strategy f € UStry,;; for both agents? Let
us forget for a while that f is uniform. The more compact representation we found would require
>gec [108s [Pa(lae(9)) N Py(le(9)))|] = [logy {a1,a2,a3}[] + [log, [{a1,a2}[] + [log, [{az, as}t|] = 4
Boolean variables. What are the possible strategies f? We require f(g) € Pi(lig(g)) for all agents
i € {a,b} and global states g € G: f(g1) € {a1,a2}, f(g2) € {a1,a2,a3}, and f(g2) € {az,a3}. So there
are 12 possible shared memoryless strategies. But f must be uniform. Since g1 ~, g2, and g2 ~; g3,
we must have f(g1) = f(g92) = f(g3). Therefore, there is only one possible uniform strategy defined as
f(g) = ay for all g € G. This answers our first question: We do not need any Boolean variables.

"It is optimal as long as we store each action individually. Consider the situation when an agent can perform 3 actions
in state s; and 5 actions in sp. Our encoding will require [log, 3] + [log, 5] = 5 Boolean variables to represent a strategy.
Since there are 3 X 5 = 15 possible strategies, it is possible to encode a strategy using only [log, 15] = 4 Boolean variables.
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The example above showed us that for a given set of agents A C Agt, the epistemic accessibility
relations ~,; with ¢ € A induce regions of the global state space, to which the uniform strategies f € UStr4
must assign the same action. It turns out that these regions are equivalence classes with respect to the
common epistemic accessibility relation Ng. We shall now prove this statement.

Lemma 4.6. Let Z be an interpreted system and A C Agt a set of agents. Then a memoryless strategy
f: G — Acta is uniform iff for each set of global states in the quotient set S € G/~G, we have
f(s1) = f(s2) for all s1,s9 € S.

Proof. We shall prove both directions of the equivalence separately.

=: Assume that f is uniform and take an arbitrary set S € G/~S. Furthermore, take arbitrary global
states g1, g2 € S. By the definition of quotient set, we have g1 N% g2. There are two cases:

— g1 = g2. Trivially, f(g1) = f(g2)-

— By the definition of common epistemic accessibility relation (Definition 2.31), there is a chain
of global states gi,d5,...,9, € G and agents i1,ia,...,ip+1 € A with n > 0 such that
91~ 91 ~iy 92+ In ~insy 92- By uniformity of f (Definition 4.2), we get f(g1) = f(g}) =

= flgn) = f(g2)-

«: Assume that for each S € G/~S, we have f(s1) = f(s2) for all s1,s5 € S. Take an arbitrary
agent i € A and global states s1,s2 € G such that s; ~; so. To prove uniformity of f, we need
to show that f(s;) = f(s2). Since s; ~; s, we also have s; ~§ sy. Hence, so belongs to the

equivalence class [s1]_c . By definition of an equivalence class, it must be the case that s; € [s1] _c

and [81]N% € G/ ~§. Slnce 51,82 € [Sl]wg and [sl]qu € G/~G, we get f(s1) = f(s2) by the 1n1t1a1

assumption as required.

O

This allows us to present an even more compact representation of a strategy f € UStr4 with A C Agt
in an interpreted system Z. We only need to store one action for each shared local state S € G/ Ni.

Thus, we can represent f using ZSEG/N% [log2 ’ﬂges Nica B(le(g))H Boolean variables. Finally, a

variable assignment v € VAsg for a formula ¢ € SLK can be represented using a Boolean vector
@ = (ug, ..., ux—1) such that:

= > > || (1 Pllslg)

z€vars(p) SEG, g€ S i€sharing(p,x)

where G, = G/ Sharmg(gp )
optimisations, the worst case still remains K = |vars(p)| x |G| x [log, (max;c ag |Act;|)], i.e. we need
polynomially many Boolean variables with respect to both the size of the model |Z| and the number of
strategy variables in the formula |vars(p)|.

An extended state (g, v) € Ext can be represented by a concatenation of the Boolean vectors 7, and
U, which can in turn be identified with Boolean formulas, represented by conjunctions of literals (as in
Subsection 2.3.2). A set of extended states E C Fzt can be expressed as the disjunction of the Boolean
formulas encoding each extended state in E.

is the set of shared local states for variable xz. Note that despite both

Encoding of the Algorithm

Given a binding b € Bnd such that dom(b) = Agt, we define a formula S°(e,a), where e € Ext and
a € Act, representing the strategy restrictions of the implied transition relation (see Definition 4.10).
The formula asserts that all agents act according to their strategies:

S’b(<g,v) ,a) = Vi € Agt.v(b(i))(g9) = a;(a)
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Let 7, v/, w, and T be the Boolean vectors for representing current global states, next global states, joint
actions, and variable assignments respectively. We can encode strategy restrictions as a Boolean formula
St (v, w,):

Stwwa) = N\ \ |l@e)A \ a@ie)Aa@ue).)

i€AgtleLg a€P;(l)

where:
e [(T;g) is the Boolean formula representing that the local state of agent i € Agt is | € L;g;
e a(wW;g) is the Boolean formula representing that the action of agent i € Agt is a € Acty;

® a(Ty(z),) is the Boolean formula representing the fact that the action in local stated [ assigned by
the strategy mapped to variable x is a.

We can represent the global protocol and evolution function as Boolean formulas P(v,w) and t(v,w, v')
by taking the conjunctions of Boolean formulas representing the individual agent’s protocols P; and evo-
lution functions t; (i € Agt), like we did in Subsection 3.3.2. The Boolean formula R’(w,w,v’) for
the implied transition relation —2C G x G (see Definition 4.10) is then constructed from the conjunc-
tion of the Boolean formulas representing the global protocol, global evolution function, and strategy
restrictions:

RY(w,0', W) = 3w. P(v,W) A t(T,w,0') A S° (5,7, )
Note that we quantify over actions, encoded as w, as in Subsection 3.3.2, but we keep the variable
assignment in the extra parameter? @. Quantification over the variable assignment is performed when
a strategy quantifier ({x)), [z]) is encountered. Also note that the strategy restrictions S° depend on
the binding b and thus have to be recomputed when the binding is updated, i.e. when the agent binding
operator (i,z) with ¢ € Agt and © € Var is encountered. This is not the case for the other Boolean
formulas (P(v,w) and ¢(v,w,v’)), which are constant for a given interpreted system.

The individual epistemic accessibility relation Rf (v,v’) for each agent i € Agt and the other epistemic
accessibility relations are encoded in a similar way [65]. The computation of the set of reachable states
G is explained at the end of Subsection 3.3.2.

Finally, the algorithm SATg.x : SLK x Bnd — 2P can be translated into operations on BDDs
representing encoded sets of extended states.

Strategy Synthesis

Synthesising witness and counterezample strategies (see Definition 4.13) using the symbolic implemen-
tation is very simple because our representation of variable assignments ensures that all strategies are
uniform (see Definition 4.2).

Assume that we want to synthesise witness strategies for an SLK sentence ¢ = (o) ... (2,1 )t at
a global state g € G. Since Z, 0, g Esik @, there exist witness strategies for ¢ at g (see Lemma 4.4). We
calculate E = SATZ (v, )) and pick an arbitrary extended state (g,v) € E. Note that all strategies in v
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are uniform due to our representation. By Lemma 4.5, there exists at least one such extended state (g, v)
(because there exist witness strategies for ¢ at g) and for all such extended states, v(xg),...,v(Zp—_1)

are witness strategies for ¢ at g. Witness strategy synthesis for ¢ at g can be implemented symbolically
as follows:

1. Calculate E := SATZ , (1). This is performed using the symbolic implementation presented earlier
in this subsection.

2. Filter out extended states with a different global state E’ := {(¢’,v") € E | ¢ = g}. The symbolic
representation of this operation is E'(v,%) := E(U, ) A g(v).

8Strictly speaking, the strategy maps global states to actions. However, as explained earlier, there exists a set S C
G/ Nscharing(gp,z) such that, for all global states g € G, if I;g(g) = then g € S. Thus, we can also interpret the strategy as
a mapping from local states to actions.

90bserve that we do not need to allocate BDD variables u’ for the next value of the variable assignment because it does

not change in a temporal transition (see Definition 4.11).
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3. Pick an arbitrary extended state (g,v) € Ext. This is equivalent to selecting one conjunct (also
referred to as minterm) C(v,u) from E’(v,w). BDD packages usually provide a built-in function
for this operation'©.

4. The conjunct C(7,%) encodes the extended state (g,v), where v contains the witness strategies.
If we want to find the next action f;(¢’) of a strategy f; = v(x;) for 0 < i < n at a global
state g’ € G, we iterate over all possible actions a € (\;charing(y,2:) L5 (LiE(9')) and pick one such
that C(7,) A a(Ty(g,),q) is not equivalent to falsity, where a(%y(g,),q) is the Boolean formula
representing the fact that the next action of the strategy mapped to variable x; at the global state
g is a.

Complexity

Having explained how the SLK model checking algorithm can be implemented symbolically, it is natural
to ask what its complexity is. As we have just shown, the symbolic encoding requires polynomially many
Boolean variables. Therefore, the algorithm runs in exponential time with respect to both the size of the
model |Z| and the number of quantified variables |vars(y)|.

Theorem 4.3. Let 7 = <(Li,Acti,Pi,ti)i€Agt,
SLK sentence. The worst case time complexity of the symbolic implementation is:

1, h> be an arbitrary interpreted and ¢ € SLK be an

9O(|G| x |vars()| xlog, | Act])

where G is the set of reachable global states of Z.

Proof (Sketch). The symbolic implementation uses:

log, |G|) Boolean variables to represent the current global state;
log, |G|) Boolean variables to represent the next global state;

log, |Act|) Boolean variables to represent the joint actions;

e O
e O
e O
e O(|G| x |vars(p)| x logy (max;ec ag; | Act;|)) Boolean variables to represent the variable assignment.

The total number of Boolean variables needed is thus O(|G|x |vars(¢)|xlog, |Act|). Since BDD operations
take polynomial time with respect to the size of the relevant BDDs in the worst case [49], they take at
most exponential'' time in the number of Boolean variables. Hence, our claim follows. O

The proof shows that the complexity of the algorithm is dominated by the encoding of the vari-
able assignments. One of the main future directions in SLK verification is thus finding more compact
representations of extended states.

Observe that the symbolic algorithm can use more than a polynomial amount of space because it
performs operations on sets of extended states. While the procedure described in Subsection 4.2.1 uses
only a polynomial amount of space (as it operates on individual states and assignments), we believe it
is unlikely that such an explicit approach would outperform the symbolic algorithm.

4.3 Summary

In this chapter, we introduced a novel fragment of SL called Epistemic Strategy Logic (SLK), which is
defined on imperfect recall semantics with incomplete knowledge (i.e. agents have no memory of the past
and do not have complete knowledge of the global state). SLK combines LTL temporal operators, SL
strategy quantifiers, and epistemic modalities. The result is a formalism which is even more expressive
than SL because it can express combined concepts such as knowledge about Nash equilibria. We showed
that, despite its expressive power, the SLK model checking problem belongs to the PSPACE complexity

10Tf no such function is available, we can skip step 3 (C(v,@) := E'(v,u)) and refine the conjunct upon each lookup in
step 4 (C(v,) := C(0,0) A a(Ty(a,),g))-
11Given v Boolean variables, a BDD depending only on these variables can have at most 2V nodes.



84 Chapter 4. Epistemic Strategy Logic

class. Furthermore, we provided an exponential-time model checking algorithm for SLK which admits
an efficient symbolic implementation and supports witness/counterexample strategy synthesis. Hence,
the algorithm can be used to automatically synthesise agents’ behaviour which ensures an arbitrary SLK
specification.

The first part of the chapter focused on the basic SLK theory. We gave the syntax and semantics
of the logic, which is based on uniform strategies where the next actions assigned to two global states
indistinguishable by an agent must be the same. This property ensures that the strategies are executable
by the agents despite incomplete information. We then compared the logic to the original SL and
discussed its limitations due to memoryless and non-behavioural strategies.

The second part of the chapter discussed SLK model checking. We started by defining the model
checking problem formally and proved that it belongs to the PSPACE complexity class with respect to
both the size of the model and the formula. We then provided a practical model checking algorithm for
SLK based on the concept of extended states and showed that it is correct. Furthermore, we showed
how it can be used to synthesise witness and counterexample strategies for SLK sentences of the form
{xo) -+ (xm—1)¢ and [yo] - - - [yn—1]J¢0 respectively. Finally, we described how the algorithm can be
implemented symbolically and showed that it has worst-case exponential time complexity.

In Section 6.2, we will describe how we developed an extension of MCMAS which implements the
SLK model checking algorithm introduced in this chapter using BDDs.



Chapter 5

One-Goal Strategy Logic

One-Goal Strategy Logic (SL[1G]) is another syntactic fragment of SL (see Subsection 2.2.5), which was
introduced in [72]. Unlike SLK, SL[1G] is defined on perfect recall semantics with complete information
(i.e. agents have perfect memory of the past and complete knowledge of the global state). We provide the
first practical model checking algorithm for SL.[1G]. We prove its correctness and show that it has optimal
worst-case time complexity. We explain how it can be extended to support general strategy synthesis
and provide an efficient symbolic implementation. This chapter is split into two parts: Section 5.1
constitutes a very short revision of SL[1G] and Section 5.2 describes the new model checking algorithm
we have developed.

5.1 Logic

As we have already mentioned in Section 3.2, SL[1G] is one of the syntactic fragments of full SL introduced
in [72]. Since it is the least expressive fragment, it does not have the full power of SL and cannot express
game-theoretic concepts like Nash equilibria. On the other hand, the “rewards” for this reduction in
expressiveness are some very desirable properties [73]:

1. Behavioural strategies. Informally, SL[1G] strategies depend only on the history of the game
and the next actions of other agents in the current state. More importantly they do not depend
on other agents’ actions in the future or in other counterfactual games. While this might not seem
very important, it is a fundamental property on which our model checking algorithm relies.

2. 2EXPTIME-COMPLETE model checking complexity. While this is still a very high complex-
ity, it is a massive improvement over the NONELEMENTARYSPACE-HARD complexity of full SL.
More importantly, SL[1G] has exactly the same complezity as ATL* while being strictly more ex-
pressive [72]. Therefore, our new algorithm presented in Section 5.2 is also optimal® for model
checking ATL*.

Note that we are referring to the complexity with respect to the size of the formula. The complexity
of ATL* and all perfect recall fragments of SL with respect to the size of the model is P. Recall
that SLK, which has imperfect recall, is in PSPACE with respect to both the size of the model and
the formula (see Theorem 4.1).

3. Decidable satisfiability. While this property is not important for our purposes, it is still a
desirable result. Note that SL[1G] is the only fragment of SL for which it is known that satisfiability
is decidable (see Section 3.2 for an overview of the fragments and their properties).

Recall that SL[1G] uses LTL syntax augmented with an extra rule pbp, where p is a quantification
prefix (e.g. [e]{x)[y]), b is a binding prefix (e.g. (E,e)(a,z)(b,y)), and ¢ is an LTL formula. We first
define the concept of a quantification and binding prefix formally [72].

IHowever, this is not the case for certain fragments of ATL* like LTL, which is PSPACE-COMPLETE with respect to the
size of the formula (see Table 2.1). While our algorithm can be used for model checking LTL, it is far from optimal.
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Definition 5.1 (SL[1G] Prefixes). A quantification prefix over a set of variables V' C Var is a finite
word p € {{z),[z] | = € V}‘Vl of length |V| such that each variable z € V occurs in p exactly once.
QPrey, denotes the set of all quantification prefixes over V. QPre £ Uy c var @Prey is the set of all
quantification prefixes.

A binding prefix over a set of variables V' C Var is a finite word b € {(a,x)| a € Agt Nz € V}IAgt‘
of length |Agt| such that each agent i € Agt occurs in b exactly once. BPrey denotes the set of all
binding prefixes over V. BPre £ Uv ¢ var BPrey is the set of all binding prefixes.

For example, p1 = (z)[=](y) is a valid quantification prefix over the set of variables V = {z,y, 2},
ie. g1 € QPrey,. However, po = (x)(y) and p3 = {x)[y][z] (=) are not valid quantification prefixes
because po does not quantify z € V and g3 contains z € V twice (also their lengths are not |V| = 3).
Similarly, by = (b, x)(a,x) is a valid binding prefix over V' when the set of agents is Agt = {a, b}, whereas
(a,z)(a,y) and (a,x)(b,u) are not. Note that BPre = BPrey,, by construction.

We are now ready to provide a formal definition of SL{1G] syntax [72].

Definition 5.2 (SL[1¢] Syntax). SL[1G] formulas are built inductively from the set of atomic proposi-
tions AP, strategy variables Var, agents Agt, quantification prefixes QPre, and binding prefixes BPre,
by using the following grammar, with p € AP, x € Var, a € Agt, b € BPre, and o € QPre:

pu=p|T|opleApleVe|Xe[Fo|GeleUp|php

where © € QPregee(sy)- SL[1G] denotes the infinite set of formulas generated by the above rules.

The conditions on p and b above ensure that pby is an SL[1G] sentence, i.e. free(pbp) = 0. We
must simply make sure that each agent is bound to a variable in b and that the variable is quantified in
p. Assume that the set of agents is Agt = {a,b}. Then [z]{y)(a,x)(b,y)F Gp is a well-formed SL[1G]
formula (in fact, it is an SL[1G] sentence). On the other hand, [z](a,z)q is not well-formed because it
does not bind agent b to any strategy variable. A prefix is sometimes more readable when it interleaves
quantifiers and bindings (e.g. [z](a, z){y)) (b, y)X ). While this violates the definition of SL[1G] syntax,
we will allow it as long as each binding occurs after the corresponding quantifier (e.g. (a, z){x) (b, z) s is
not a well-formed Sr[1G] formula because (a,z) appears before ().

SL[1G] is defined with respect to memoryful strategies. As we have explained in Chapter 3, incomplete
information is undecidable under perfect recall semantics. Therefore, we have (again) two options:
(i) consider SL[1G] with imperfect recall, or (i) consider SL[1G] with complete information. The first
option turns out not to be very interesting because we obtain a logic which is strictly less expressive than
SLK while most probably still having the same complexity?, namely PSPACE with respect to both the size
of the model and the formula. Therefore, we consider SL[1G] with perfect recall and complete information.
Consequently, SL[1G] uses shared (memoryful) strategies (Definition 2.21) instead of uniform shared
memoryless strategies (Definition 4.2). Finally, since SL[1G] is a syntactic fragment of SL, the semantics
remains the same (Definition 2.29).

5.2 Model Checking

In this section, we present a novel model checking algorithm for SL[1G], which we obtain by reducing
the model checking problem to solving an infinite two-player parity game. The structure of this sec-
tion is as follows: Subsection 5.2.1 introduces the algorithm based on the reduction, Subsection 5.2.2
discusses the complexity of the algorithm, Subsection 5.2.3 explains how the algorithm can be modified
to support general strategy synthesis, Subsection 5.2.4 describes an efficient symbolic implementation of
the algorithm, and Subsection 5.2.5 presents an optimisation technique for the algorithm called separate
determinisation.

2There is a chance that a more efficient algorithm might be found for Si[1G] with imperfect recall. However, recall that
although ATL with imperfect recall is not completely subsumed by SL[1G] with imperfect recall (see Subsection 4.2.1), it
is less expressive. Since the complexity of model checking ATL with imperfect recall is PNP-COMPLETE [23], there is most
likely very little to be gained.



5.2. Model Checking 87

5.2.1 Algorithm

We introduce here the new algorithm for model checking arbitrary SL[1G] formulas. Consider an inter-
preted system Z and an SL[1G] sentence ¢ € SL[IG]. To make the algorithm easier to understand, we
assume that ¢ is a principal sentence of the form pbt) with © € QPregee,y) and b € BPre. If this is not
the case, we can simply add one quantifier and agent binding for each agent (it will not matter because
¢ is a sentence). Since our discussion will be based largely on SL[1G] principal sentences, we shall define
the concept formally.

Definition 5.3 (SL[1G] Principal Sentence). Let Z be an interpreted system. An SL{1G] formula ¢ €
SL[1G]is a principal sentence iff (i) it is a sentence and (47) it is of the form pbt) where p € QPregee(yy)
is a quantification prefix, b € BPre a binding prefix, and ¢ € SL/1G] an SL[1G]| formula. Furthermore,
p is a basic principal sentence iff ¢ € LTL is an LTL formula.

An Sr[1q] formula ¢’ € SLf1G] is a principal subsentence of ¢ iff ¢’ is a principal sentence and a
subformula of . Furthermore, ¢’ is a strict principal subsentence of ¢ iff ¢’ is a principal subsentence
of p and ¢ # . Finally, ¢’ is a direct principal subsentence of ¢ iff (i) ¢’ is a strict principal
subsentence of ¢ and (i) there exists no strict principal subsentence ¢” of ¢ such that ¢’ is a strict
principal subsentence of ¢”.

Although we introduced a considerable number of new terms in the definition above, they should be
easy to understand. To make sure that the precise meanings of all the concepts are clear, we provide a
single comprehensive example?:

"

¢ = [=](1,2)(2,2)G [=p1 A =p2 A [yl {2) (1, ) (2, 2)X (p2 A = () (v) (1, u) (2, v)F —ps)]

’

@

There are three principal sentences, namely o, ¢, and ¢”. ¢ is also the only basic principal sentence
(both ¢ and ¢’ have non-LTL subformulas). The principal subsentences of ¢ are ¢, ', and ¢”. However,
only ¢ and ¢” are strict principal subsentences of ¢. Finally, both ¢ and ¢’ each have exactly one
direct principal subsentence, namely ¢’ and ¢” (although in general a formula might have several direct
principal subsentences). Note that ¢ cannot have any strict or direct principal subsentences because it
is a basic principal sentence.

Recursive Approach

Our aim is now to find the set of all states |¢||; € G at which an SL[1G] principal sentence ¢ = pht)
holds, i.e. [|¢]l; £ {g € G|Z,0,g 5. p}. We proceed in a recursive manner over the structure of .
According to SL[1G] syntax (Definition 5.2), ¥ is a formula which combines atoms and direct principal
subsentences of the form ¢’ = p'b’4)’ using only Boolean and temporal connectives. For example:

/

P SR
o = (@) ] (@ 2) (b, y)[p — X Tul[o](a, ) (b, v)F Gl
© b P

Since ¢’ is a principal subsentence, we have free(p’) = (). Therefore, for all g € G and x € Asg, we have
Z,x,9 Esu ¢ I Z,0,9 s ¢'. Using our definition of ||¢’|| 7, we get Z, x, g s ¢’ iff g € ||¢']|; for all
g € G and x € Asg. In other words, ¢’ holds in all states ||¢’[|; (and no other states) regardless of the
assignment . Therefore, we can do the following for each direct principal subsentence ¢’ = @'b'y)" of ¢:

1. Calculate [|¢'||; (recursively);
2. Replace ¢’ in ¢ with a new atom p, € AP;
3. Update the assignment h := h U {(py, [|¢'[|7)}-

3The example is based on the toy model in Figure 3.1. We omit strategies for the environment for conciseness (it does
not matter whether we use existential or universal quantifiers anyway). The meaning of the formula is roughly: “As long
as both players perform the same actions, neither of them wins and for each player 1 strategy there is a player 2 strategy
which ensures that player 2 wins in the next round and nothing can take his victory away after that”.
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This procedure preserves the truth value of ¢. The following lemma asserts this formally.

Lemma 5.1. Let Z be an interpreted system and ¢ = by an arbitrary SL[1G| principal sentence.
Furthermore, let ¢* = @Eby)* be the principal sentence with all direct principal subsentences ¢’ of ¢
replaced with atoms p,s such that h*(py) £ ||¢'|l; and Z* the interpreted system with the updated
assignment h*. Then for all global states g € G and assignments x € Asg, we have Z, x, g s, ¢ iff

I*aX7g ':SL SO*

Proof (Sketch). The proof is performed by induction on the structure of ¢. We show here only the case
when two corresponding subformulas of ¢ and ¢* are different, i.e. when a principal subsentence ¢’ is
replaced with a new atom p,s. Let ¢’ be an arbitrary principal subsentence of ). Then we have for all
states g € G and assignments xy € Asg:

T,x. g bs @ i T,0,9 Es ¢
iff g € ||l¢|l7
iff g € h*(pyr)
iff 7%,0, g Es. pyr
iff 7%, x, 9 Fsu pyr

The first and the last equivalence follow from the fact that ¢ and p, are SL[1G] sentences. The second
one is the very definition of ||¢’||;. The third one is true by construction of 2*. The fourth one follows
from SL semantics (Definition 2.29). O

Once we have replaced all principal subsentences of v, we are left with an SL[1G] basic principal
sentence ©* = phip* where ¢* € LTL is an LTL formula. Hence, we have reduced the problem of model
checking an arbitrary SL[1G] principal sentence to recursive model checking of SL[1G]| basic principal
sentences. We shall now see how to solve this simpler problem.

Algorithm Overview

We outline here how the problem of model checking SL[1G] basic principal sentences ¢ = pht) can be
reduced to the problem of solving a two-player parity game. Let Z be an interpreted system. To calculate
the set of global states at which 1 holds in Z, we proceed as follows:

1. Formula automaton. We construct a deterministic parity automaton ‘Bv’zb equivalent to the LTL
formula .

2. Arena construction. We construct a two-player arena .Agb representing the global state space
G and the interdependency of strategies in the prefix pb.

3. Game combination. We combine the arena A%b and parity automaton ‘Bg into a two-player

parity game @gbw. Solving the parity game yields its winning regions, which can be used to
calculate ||¢||7.

We shall now expand on each of the steps above. Unlike the SLK model checking algorithm we proposed
in Subsection 4.2.2; our new SL[1G] model checking algorithm relies on the theory of w-automata and
infinite games. Please refer to Section 2.4 for a brief introduction into these areas.

Formula Automaton

The first step of our new model checking algorithm for SL[1¢G] is the construction of a deterministic parity
automaton equivalent to the underlying LTL formula ¢ of an SrL[1G] basic principal formula ¢ = @bi).
This is a very standard procedure, which is usually performed in three steps:

1. We construct a non-deterministic generalised Biichi automaton 2l equivalent to . We do this
using the standard translation presented in Figure 2.6. An explanation of the procedure with
examples is provided in Subsection 2.4.3.



5.2. Model Checking 89

2. We convert 2, to a non-deterministic Biichi automaton B,. As explained in Subsection 2.4.1,
this can be done easily using an automaton product with the deterministic automaton shown in
Figure 2.5.

3. We transform 9B, into an equivalent deterministic parity automaton P, using the determinisation
procedure outlined in Subsection 2.4.4.

The automata 21y, B, and B, above use sets of atomic propositions A € 24P as their alphabet. Given

an interpreted system Z, we can convert them into automata Ql%, %%7 and %g on global states G by
modifying their transition relations accordingly:

Re(s,9.8) if R(s,{p€ AP |geh(p)},s) forall (s,g,5)€SxGxS

It is easy to see that Ql%, %%, and ‘I?% accept all infinite paths m € Pth in Z which satisfy 1, i.e.
Z,7 1o . Note that the resulting automata depend only on the model Z and the underlying LTL
formula 1, i.e. they are independent of the prefixes g and b. Nevertheless, we will sometimes refer to
them as A7, BY, and P because it simplifies the notation.

To give the reader a more concrete idea of SL[1G] model checking and strategy synthesis, we will now
introduce an example, which we will use several times to demonstrate key concepts. Consider the toy
model in Figure 3.1 and the SL[1G] basic principal sentence v = [[e] [z] {y) (E, €)(1,2)(2,%)G [~p1 A =pa],
which means roughly: “Whichever action player 1 performs, there exists an action for player 2 such
that neither player will ever win”. The quantification and binding prefixes are p = [e][z]{y)) and
b= (E,e)(1,z)(2,y) respectively. The underlying LTL formula is ) = G [-p; A —ps]. The deterministic
parity automaton P equivalent to ¢ in 7 is shown in Figure 5.1a. We obtained it using the procedure
outlined above. Note that it is not minimal because the states t; and ¢; could be merged (with colour 0).

We would like to point out that the recursive step, i.e. replacing direct principal subsentences ¢’
of ¢ with atoms p,, can be incorporated into the procedure for constructing the non-deterministic
generalised Biichi automaton 2%. Assume that we are currently model checking an SL[1G] principal
sentence ¢ = @bt where 1) is not necessarily an LTL formula. We can construct the non-deterministic
generalised Biichi automaton Ql% straightaway (despite ¥ possibly not being an LTL formula) by adding
an extra case to the standard translation in Figure 2.6:

function GENBUCHI(®D)
switch ® do

case 'b')’:
h:=hU{(ps,||®|1)} > Solve recursively and update assignment.
D = pg > Replace subsentence with the new atom.
return As(0, AP, pg, T,0)

end switch
end function

Hence, we actually do not need to transform ¢ to an SL[1G] basic principal sentence separately because
the modified procedure will take care of all direct principal subformulas ©’b’t)’ automatically.

Arena Construction

The main idea of the whole transformation is to convert the model checking problem to a two-player
game (see Subsection 2.4.5 for a brief introduction to games). Intuitively, model checking an SL[1G]
basic principal sentence ¢ = pb), i.e. deciding whether Z, (), g =g, ¢ for some global state g € G, can be
imagined as a simple finite game between two players. The players take turns depending on the order of
quantifiers in p and select the (whole) strategies for each variable in the quantifier:

e The existential player, selecting strategies for existentially quantified variables (e.g. (), is trying
to satisfy the formula v;

e The universal player, selecting strategies for universally quantified variables (e.g. [y])), is trying to
falsify the formula .
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(b) Delayed automaton ©7.
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(c) Formula arena A7J. The existential and universal player states are represented by squares and circles respec-
tively.

Figure 5.1: Parity automaton 97, delayed automaton ©7, and formula arena A7 of the toy model for
the SL[1G] basic principal sentence v = [e][z] (v} (E,e)(1,2)(2,y)G [-p1 A =pa]. A star represents an
arbitrary global state.
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For example, if p = (z)[y]{z), then the game is as follows: the existential player selects a strategy for
x, the universal player selects a strategy for y, and finally the existential player selects a strategy for z.
Once all strategies have been selected, we construct the corresponding complete assignment x € CAsg
(from the players’ choices and the binding prefix b), and check the LTL formula . Given that the way
in which the strategies were selected by the players is in accordance with SL semantics (Definition 2.29),
we have 7, 079 ):SL P iff Z,x,9 ':SL Y.

The finite game we outlined above is very simple and short. In fact, it will have exactly || rounds,
one for each strategy variable. However, there are possibly infinitely many strategies and hence infinitely
many moves that one of the players can make in each round. We see that the finite game idea does
not make our problem any easier. Ideally, we would want the players to make simple choices (e.g. select
a single action) as the game progresses. Instead of selecting the whole strategies up front, they would
somehow build them gradually throughout the game. After all, this is much closer to the concept of
a strategy in “games” that people play for fun. The question is now: Is such a reduction possible for
SL[1G] model checking?

The answer is “yes”, we can reduce SL[1G] model checking of ¢ to solving an infinite two-player game
where the players pick an action for each strategy in a given state. We will explain this reduction in more
detail shortly. We first have to justify why we can do this. It turns out that this is the very reason why
behavioural semantics of SL[1G] is so important. It was shown in [75] that for an arbitrary SL (including
SL[1G]) sentence pips, € SL where p € QPregee(y,, ) and ¢s;, is an agent-closed SL formula, we have for
each global state g € G, Z,0, g =51, ptbs,, iff there exists a dependence map 6g,, for p over strategies such
that Z, g, 0s1.(x) Fs. ¥s.. for all x € Asg with [p] = dom(y). A dependence map 6 for the quantification
prefix p over strategies is a function from strategies for universally quantified variables in p (denoted
[©]) to strategies for all quantified variables in p (denoted p):

le] — | Trk — U Act; == Trk — U Act;

i€ Agt i€ Agt
strategies for universally strategies for
quantified variables all variables

which satisfies the independence of variables. For example, if p = [ {y)[2] then y is independent of
z (because it appears before it) and z, z are independent of all variables (because they are universally
quantified). This must be ensured by the dependence map (e.g. 0s.(x)(z) = x(z)). The problem with g,
is that the action of a strategy in one game might depend on the action of another strategy in another
game (non-behavioural semantics). Fortunately, a stronger result holds for SL[1G] principal sentences
©btbsi1a) [74]: There exists an elementary dependence map fg; (1) for p over strategies (iff the principal
sentence holds in the state). A dependence map is elementary iff it can be transformed into an equivalent
function (called adjoint) of the form:

Trk — [e] — U Acti | = | p— U Act;

i€Agt i€ Agt
next actions next actions
for universally for all variables

quantified variables

Intuitively, this means that given the history of a play Trk, the next actions of strategies depend only on
the next actions of the universally quantified strategies. This is exactly what we want! Before we return
to the reduction, it should be pointed out that this (existence of an elementary dependence map) is
the very definition of behavioural semantics?. Our explanation of dependence maps was quite informal.
Please refer to [74,75] for a more formal explanation and proofs.

We can therefore reduce the model checking of an SL[1G] basic principal sentence gbt) to solving the
following infinite game: Let g € G be the current global state. For each 0 < k < |p| (in increasing order),
the existential or universal player selects an action ap € Actsharing(h,p(k)) for the strategy assigned to

4Formally, behavioural semantics are defined as follows [75]: Let Z be an interpreted system and ¢ = bi) an SL sentence
with p € QPrefree(w). Then for each global state g € G, we have Z,0, g =g  iff there exists an elementary dependence
map 6 for the quantification prefix p over strategies such that Z, g, 0(x) =s. 9 for all x € Asg with [p] = dom(x). Notice
the two different modelling relations “j=g.3” (behavioural semantics) and “fg.” (SL semantics).
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p(k). Once all actions have been selected, a temporal transition according to the resulting joint action
a € Act is performed and the new current state is ¢’ = t(g,a). This pattern of selecting actions and
performing a temporal transition is repeated forever. Let m = gg’... € Pth be the infinite path obtained
by this procedure. We define that the existential player wins the game iff the LTL formula v holds along
m,1.e. Z,7 = ¥. The behavioural semantics of SL[1G] then imply:

Z,0,9 s gbyp  iff g is in the winning region of the existential player

Essentially, we have just reduced SL[1G] model checking to solving a two-player infinite game with an
LrL winning condition.

There is one rather cosmetic issue with our formulation of the game, namely the fact that multiple
decisions are made by both players within the same state (selecting actions for all strategies) before a
move occurs. We shall make it more standard by inflating the state space and constructing an arena
whose states are pairs (g,d) where g € G is the current state and d is a tuple of actions selected so far.
Initially, d is empty and is gradually appended by the players as they choose actions for strategies. Once
all actions have been selected, d represents a joint action, a temporal transition occurs, and the new
state is (t(g,d),[]). A formal definition of the formula arena follows.

Definition 5.4 (Formula Arena). Let Z be an interpreted system and ¢ € SL/1GJ a SL[1G] principal
sentence of the form pbhy). We construct a formula arena A%b = (Vo, V1, E) of T for ¢ where:

e The states V of .A‘;b are pairs (g,d) € G x Decé;b such that for all 0 < ¢ < |d| we have d(i) €
ﬂiESharing(bT,p(k)) Pi(lie(g))

e The existential player states V; C V are states (g,d) € V such that |d| < |p| and p(|d|) is an
existential strategy quantifier.

e The universal player states V; C V are states (g,d) € V such that |d| = |p| or p(|d|) is a universal
strategy quantifier.

e The edge relation is defined as:

E={((g.d),(g,d-a)) € V x V| |d| < lp[} U{((g.d), (t(g,a"*"), [))) €V x V | |d| = |p]}

where Dec?b = Ulﬁlo ij) iesharing(bT o (k) Act; is the set of decisions and d4°* € Act is a joint action
such that for all 0 < k < |p| and i € sharing(bT, p(k)) we have a;(d4°") = d(k).

Note that we could allow decisions of length at most |p| — 1 (instead of |p|) and perform temporal
transition immediately when the action for the last strategy is selected. The reason why we chose to
include the extra step is that it nicely models non-determinism in case we use an evolution relation
(instead of an evolution function). Intuitively, this is the same as adding an extra universally quantified
variable at the end of g representing the final evolution choice. Again, we shall sometimes refer to a
formula arena Agb as A%W although it is independent of the underlying LTL formula ¢. Finally, notice
that the definition uses the identity sharing(bT, p(k)) = sharing(b), p(k)) which can be shown for all
SL[1G] principal sentences pby) and indices 0 < k < |p|.

For example, the formula arena A7 of the toy model in Figure 3.1 and the SL[1G] principal sentence
v £ [e][=]{y) (E, e)(1,2)(2,y)G [-p1 A —p2] introduced earlier is shown in Figure 5.1c. Let f € SStr(gy,
g € SStry1y, and h € SStrioy be the underlying strategies of the agents. Consider a game that starts
in the global state g,. The corresponding state of the arena is (gg, []), which is a universal player state
corresponding to the quantifier [e]. Only one action is available to the environment so the universal
player must move to the state (gg, [i]), i.e. set f(gg) =1i. Now it is again the universal player’s turn. He
has three options for [[z]], namely r, p, and s. Suppose he picks r. Thus, we move to the state (gq, [i,1])
and have g(gy) = r. The existential player now has the same three options for {(y)). Suppose he picks s.
We end up in the state (gq, [i,1,s]) and have h(gy) = s. Since all actions have been selected, we convert
the decision [i,r,s] to the joint action a = rs. As we are using an evolution function, there is exactly
one next state that the universal player must move to, namely (¢(gg, a),[]) = (g1,[]). The whole process
starts again. The universal player has to choose the action i for [[e] so we move to the state (g1, [i]) and
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set f(gg91) = 1. Then the universal player has to choose an action for [z]] and so on. We hope that this
detailed example gives the reader a good understanding of the formula arena concept.
It remains to explain what the winning condition of the new game is and how it relates to SL[1G] model

checking. Intuitively, the existential player wins an infinite play (go,dg) (go, d‘of’o‘) (gl, d(l)) .oe Ve

in the formula arena Agb for an SL[1G] basic principal sentence by iff the infinite path gog; ... € Pth
satisfies the LTL formula 1. The following definition expresses this formally.

Definition 5.5 (Pseudo-LTL Game). Let Z be an interpreted system and pbi) an SL[1G] basic principal
sentence. The pseudo-LTL game ngw of Z for by is a game (A?b, Wm) where A%b is the formula

arena of Z for pbyp and Win C V% is the winning set which contains all possible paths m € V¢ such
that Z, 7z i . mz € Pth refers to the underlying path in Z, ie. Vi > 03d € Dec?’. (mz(i),d) =

(ol + 1)),

Informally, 7z is equal to © “modulo” (]p| + 1) without the decisions. Consider again the for-
mula arena A7 in Figure 5.1c of the toy model in Figure 3.1 and the SL[1G] principal sentence £
lel [zl €y) (E, e)(1,2)(2,y)G [-p1 A —p2]. Let 7 € V¥ be an infinite path in A7} which stays forever within
the box labelled g, e.g. ™ = (gg. []) (9g, [i]) (9e, [i, P) (9 [i, P, P) (9, ) (9 [i]) (g, [i:5]) (9, [iss,8]) - - ..
The underlying path in 7 is 77 = gggg ... = g. Since Z, 77 =1z G [7p1 A 2], 7 is winning in £7 by
the definition above.

The important relationship between pseudo-LTL games and SL[1G] model checking is stated in the
following lemma.

Lemma 5.2. Let Z be an interpreted system and ¢ = pbt) an SL[1G] basic principal sentence. Then for
all global states g € G we have: Z,0, g =g, ¢ iff (g,[]) is a winning state for the existential player in the
pseudo-LTL game Sgbw.

Proof (Sketch). The problem of model checking SL[1G] can be reduced to solving a so-called dependence-
vs-valuation game [72]. In this game, the players alternate as follows: the existential player chooses
a dependence map 6 : ([[p]] = Uieage Acti) — (p = Uieage Acti) for p over actions in the current
state g € G. Then the universal player chooses a valuation v : [p] — U;ca,; Act;. The combination
0(v) + o — Ucag Acti assigns actions to all variables and determines the next state ¢’ € G. The
existential player wins the game iff the infinite path 7 = gg’ ... € Pth satisfies the LTL formula 1.
Instead of choosing the whole dependence map and valuation at once, the players in 2?7’[’ assign
actions to strategies one by one for each quantifier in . The order of players’ moves in £§W ensures
that the independence constraints of the dependence map are satisfied (while not imposing any extra
restrictions). Given this and the fact that the winning conditions are the same, the two games are
equivalent. Hence, our claim follows. O

Game Combination

We now have all the ingredients to construct the parity game. Let Z be an interpreted system and
© = phth an SL[1G] basic principal sentence. We have done the following so far:

1. We constructed a deterministic parity automaton ‘}3% = (T, G,t1,0,c) which accepts exactly those
paths which satisfy the LTL formula ).

2. We constructed a formula arena Agb = (Vo, V1, E) of T for ¢. The states of the arena are possible
pairs of global states and decisions V C G X Dec%b. The winning set of the corresponding pseudo-

LTL game S?’w contains all infinite paths 7 € V' such that the underlying path in the interpreted
system 7wz € Pth satisfies the LTL formula .

Clearly, we want to somehow combine the automaton and the arena because ‘B% represents the winning
condition of S?w. However, we cannot simply take their product because, informally, they work at
different, albeit constant, “speeds”. While ‘,)3% performs a temporal transition at every step, it takes

exactly |p| + 1 turns before a different underlying global state is reached by A?’. To cater for this
asynchrony, we can make the parity automaton “wait” for |p| 4+ 1 steps before each actual transition.
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We do this by extending the state of ’ﬁ% with a simple counter. A path totite--- € T in ‘}3% will then
become the following path in the delayed automaton Q?w:

(t0,0) (o, 1) ... (to, | — 1) (to, [l) (£1,0) (t2,1) -+ € (T x {0, [p[})”

|]|4+1 steps before § transition

This idea of adding a counter to the state of the parity automaton is captured in the following definition.

Definition 5.6 (Delayed Automaton). Let Z be an interpreted system, &B% = (T,G,t1,0,c) a deter-
ministic parity automaton for an SL[1G] formula ¢» € SL[IG] in Z, and p € @QPre a quantification
prefix. We define a deterministic parity automaton @gw 2 (T x{0,...,|pl},G, (t1,0), 60, co), called
the delayed automaton for ¢ over g in Z, where the transition and colouring function are defined for
allteT, g€ G, and 0 <k < |p| as:

(tE+1) ifk<|p|

(0(t,9),0) if k= |p] co((tk)) 2 c(t)

oo ((t, k), 9) é{

Similarly to the other automata, we shall sometimes refer to a delayed automaton @%w as D7 although
it is independent of the binding prefix b. Informally, the delayed automaton ”D%w is now working at the
“same speed” as the arena A?b. For example, Figure 5.1b shows the delayed automaton ©7 for the
SL[1G] principal sentence v 2 [e][z] {y)(E, e)(1,2)(2,4)G [-p1 A =p2] in the toy model in Figure 3.1. It
was obtained by adding a counter with range 0-3 to the parity automaton 97 in Figure 5.1a. Note that
both the delayed automaton 7 and the formula arena A7 in Figure 5.1c perform the same number of
intermediate steps before a true transition occurs.

Let (o, []) € G x Dect” be some state of AY”. If we run both A%” and D% in parallel starting from
(90,[]) and (t7,0) respectively, we obtain the following infinite paths:

(90, 1) = (90, [ao]) = -~ = (g0, [a0, .- ajp|1]) Ty (g0, ), [) = -+
(t[,O)—> (t[,l) e = ! (t[,|p|) (6(”790)70)_)"'

where a £ [ao, ... ,a|p|_1]ACt is the joint action implied by the accumulated decision. We can observe
that when a temporal transition occurs, the underlying global state of the arena gg is used for two
purposes simultaneously (dashed arrows): (i) it determines the next state of the arena together with
the joint action a and (%) it serves as an input to the parity automaton. Notice that the length of the
decision tuple is always equal to the value of the counter. We are now ready to define the combined
parity game 6?“’.

Definition 5.7 (Combined Parity Game). Let Z be an interpreted system and gbtp € SLf1G] an SL[1G]
basic principal formula. Furthermore, let A?’ = (Vb, V1, E) be the formula arena of Z for pbyp) with
states V C G x Dec§b and @?w = (T x{0,...,|p|},G, (t1,0), 9, cn) the delayed automaton for ¢ over
pinZ. We construct a two-player combined parity game Q5§w L2 (Vo xT,Vi xT,Eg),ce) of T for phtp
where for all states (g, d,t) € V x T, the colouring function is defined as c ((g,d, t)) = co ((¢,]d|)) = c(t).
The transition relation is defined as follows:

Ee = {((g,d.), (¢, d",t")) € (V x T) x (V x T) | E((g,d) , (gd)) Ao ((t,d]) , 9)}

For all g € G, we define start(g) = (g, [] , 1)

Figure 5.2 shows the combined parity game &7 of the toy model in Figure 3.1 for the SL[1c] principal
sentence v = [e] [z] (v} (E, e)(1,2)(2,y)G [-p1 A =p2] introduced earlier. We obtained & by combining
the formula arena A7 in Figure 5.1c and the delayed automaton ©7 in Figure 5.1b. It highlights the
winning regions and strategies of the existential player®, which we will discuss shortly.

Finally, we have everything we need to explain how SL[1G] model checking can be reduced to solving
two-player parity games. This reduction (together with its implementation) is most probably the biggest
achievement of the whole project.

5Note that the existential and universal player are players 0 and 1 of the combined parity game ngbw respectively.



5.2. Model Checking

95

/91; t27 1

[i, 1]

_

[i, 1]

N

g1,t1,0

[i, 1]

J

t10J0;
C

[i, ]

li,r,p

li,,s

ggathO

[i,p,r

DGQJQJ Ké Jké J

[i, p, p]

[i,p,s

L K\/

fis,x

li,s,p

"
s
1n00;

[i, 1]

Kg%tb 1

[i, 1]

—~

Kg%tQa 1

- éj - éj kqébd

J

[i, ]

[i,r,p

)

\

li,1,s

\

[i,p,r

Cd@ekj O

\

V4
©

i, p, 5]

[i,s,r

/

[i, 5]

o

li,s,p

© OB

927t170

[i, 1]

Figure 5.2: Combined parity game &7 of the toy model for the SL[1G] basic principal sentence
v 2 [e][=]{y)(E,e)(1,2)(2,y)G [-p1 A —p2]. Existential and universal player states are represented
by squares and circles respectively. Winning states and strategies for the existential player have double
edges. The universal player can play an arbitrary strategy in his winning region in order to win. The
bold numbers (0 and 1) refer to the colours assigned by the colouring function. The three states on the

left with incoming arrows are start(g;), start(gg), and start(go) respectively.
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Theorem 5.1. Let 7 be an interpreted system, pbt) an SL[1G] basic principal sentence, and g € G an
arbitrary global state. Then the following holds:

Z,0,g9 =g by iff  start(g) € WO(QS?T’&)
where Wd(’i%bw) is the winning region of the existential player in the combined parity game (’5?7’[’.

Proof. The claim follows directly from out construction of the combined parity game QS%W. However,
given the importance of this result, we feel that a more direct proof should be provided. Essentially, we
use the following two facts:

1. The delayed automaton Z‘Di@w accepts all infinite paths 7 € Pth such that the infinite path m =
T(|p)7T(2|p|+1) ... 7((k+1) |p|+k) - - - € Pth satisfies the LTL formula v, i.e. Z |=1, ¢. This comes
directly from the correctness of the existing techniques (the standard translation, transformation
from generalised Biichi automata to Biichi automata, and the determinisation procedure) presented
in Section 2.4.

2. The winning condition for a path 7 in the pseudo-LTL game 3?7#)7 based on the arena Agb, is that
the underlying path 77 in Z satisfies the LTL formula 1. Lemma 5.2 asserts that (g, []) is winning

for the existential player in S?w it Z,0, g f=s.. pbt).
We prove both directions of the equivalence separately:

=: Assume that Z,0, g [=s. pbyp. Then by Lemma 5.2, (g,[]) is winning for the existential player in
£§W. This means that the existential player can enforce that the infinite path = € V¢ starting in
(9,[]) in the arena Agb is such that the underlying path mz € Pth in 7 satisfies the LTL formula
1. By correctness of the existing procedures, 77 is accepted by ‘B% This means that the infinite
path constructed from the first elements of the tuples in 7 (i.e. a path in which each state from 7z
occurs |p|+1 times in a row) is accepted by the delayed automaton @gw (by construction). Hence,
the existential player can enforce an infinite path in Qﬁ%w starting in start(g), which is winning for
him (since the winner is decided by the parity condition of @%w). Therefore, start(g) € WO(Q5§W).

<: Assume that start(g) € Wo(ﬁgbw). By construction of Qﬁ‘;w, this means that the existential player
can enforce an infinite path # € V¥ starting in (g, []) in the arena Agb, which is accepted by the
delayed automaton @gw. Given the shape of 7 (the first element of the tuple is always repeated
|| + 1 times in a row) and the acceptance condition of ’D%w explained above, the underlying path
mr € Pth in T satisfies the LTL formula ¢. By definition of the winning condition (namely that
Z,77 Evn %), the existential player can enforce the path 7 in S%bw (as it is based on Agb), which
is winning for him. Hence 7(0) = (g, []) is winning for the existential player in Sgbw. Finally, by
Lemma 5.2, we have Z, 0, g =g., gbt) as required.

O

Therefore, calculating the winning regions WO((’ﬁgw) and Wl(ﬁgbw) of the existential and universal

player in the combined parity game (’S?"p yields the solution to the model checking problem. This can
be done using existing algorithms for solving parity games such as the one in Figure 2.9.

Corollary 5.1. Let Z be an interpreted system and pbt) an SL[1G] basic principal sentence. The set of
all global states ||pbt)||; € G of Z in which pbyy holds is ||phe||; = {g eG ‘ start(g) € Wo(ﬁgw’)}.

Consider again the combined parity game &7 in Figure 5.2 of the toy model in Figure 3.1 for the
SL[1¢] principal formula v £ [e] [z] (y) (E, e)(1,2)(2,y)G [-p1 A —p2]. We have start(gy) € Wy (&) but
start(g), start(g2) ¢ Wo(®7). Therefore, by Theorem 5.1, Z,0, g Es. v, Z,0, 91 Fsu v, and Z,0, g2 sy
~. Hence, we have ||y||; = {gs}. This result agrees with the intuitive meaning of the formula presented
earlier.

We have now covered all steps of our new model checking algorithm for SL[1G]. The complete
algorithm is shown in Figure 5.3. It expects an SL[1G] principal sentence (not necessarily basic). As
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1 function CHECKSL[1G](pbe))

2 Ql% := GENBUCHI(%)) > Standard translation (Figure 2.6).
3 BY = BicH(2AY) > Convert to a Biichi automaton (Subsection 2.4.1).
4 % = PARITY(EB‘I”) > Determinise (Subsection 2.4.4).
5 i)?w = DELAYED(‘B%, %) > Convert to a delayed automaton (Definition 5.6).
6 A‘;b := ARENA(Z, @, b) > Arena construction (Definition 5.4).
7 Qﬁgbw = COMBINE(A?’, @%bw) > Combine into a parity game (Definition 5.7).
8 (Wo, Wy) = SOLVEPARITY(Qﬁgw) > Solve parity game (Figure 2.9).
9 return {g € G | start(g) € Wy} > Return [[pbe)||; (Corollary 5.1).

10 end function

Figure 5.3: The model checking algorithm for SL[1G] with references to the relevant parts of this thesis.
The argument @bt) is an arbitrary SL[1G] principal sentence. The procedure GENBUCHI on line 2 calls
CHECKSL[1G] recursively on direct principal subformulas of gt and replaces them with new atoms as
explained on page 89. Therefore, @bty can be treated as a basic principal sentence from line 3 onwards.

explained earlier, an arbitrary SL[1G] sentence ¥ can be converted to an equivalent principal sentence
as follows:

[(zid]icage [(E 2i)]ic agr ¥

For example, the SL[1G] sentence p; V py for the toy model in Figure 3.1 can be converted into an
equivalent principal sentence (zg){z1)){(z1)(E, zr)(1,21)(2,22)(p1 V p2), which can then be passed as
input to the algorithm in Figure 5.3.

The algorithm is further discussed in the rest of this chapter: Its complexity is discussed in Subsec-
tion 5.2.2. Subsection 5.2.3 explains how it can be used for the purposes of strategy synthesis. An efficient
symbolic implementation of the algorithm is provided in Subsection 5.2.4. Finally, an optimisation for
improving its performance called separate determinisation is presented in Subsection 5.2.5.

5.2.2 Complexity

In this subsection, we will discuss the complexity of the model checking algorithm presented in the
previous subsection and compare it with the theoretical complexity of the SL[1G] model checking problem.
Recall that the decision problem is as follows:

Given an interpreted system Z, a global state ¢ € G, and an SL[1G] formula ¢ € SL/1G],
determine whether Z,0, g =g 1] -

It has been shown that the theoretical complexity of this problem is 2EXPTIME-COMPLETE with respect
to the size of the formula |p| and P-COMPLETE with respect to the size of the model |Z|. We argue that
our new algorithm satisfies both bounds.

Theorem 5.2. Let Z be an interpreted system and ¢ € SL/IGJ an SL[1G] sentence. Our model checking
odlel)
algorithm calculates the set of all global states ||¢||; € G satisfying ¢ in time 1Z? o

Proof. We start by considering an arbitrary SL[1G] basic principal sentence pbt) and show that our claim
holds. The model checking algorithm (see Figure 5.3) proceeds as follows:

1. It constructs a non-deterministic generalised Biichi automaton Ql% with O(21¥!) states (see Propo-
sition 2.2).

2. It converts Q(% to a non-deterministic Biichi automaton ‘B%. Q[% can have up to O(|¢|) fairness
constraints, so the resulting automaton will have O(|y| x 2/¥1) = 20U¥D states.

(QOW\)H)? _ 220<\w|)

3. It transforms %% to a deterministic parity automaton ‘B}b with 2 states and

2 x 20U¥D) = 200¥D) colours (see Proposition 2.5).

4. Tt transforms ‘43% to the delayed automaton @%w with |p| x 22700 states.
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5. It constructs the arena .AbIp with O(]Z] x |p]|) states.

6. It combines Ab{’ and D% into the combined parity game &£°% with |Z] x |p| x 227" states and
200%D) colours.

7. Finally, it solves the combined parity game Q5§bw. The algorithm for solving parity games in
Figure 2.9 has time complexity O(m x (n/d)?) (Proposition 2.10), where m is the number of edges,

n the number of vertices, and d the number of colours. Hence, solving @%W will take time:

20 (b))

ne
|I| % |@| v 220(\#0} %

7] % || % 920D
20(%)

edges
vertices/colours

90 (Iebw)

All the construction steps (1-6) of the algorithm fit into the |Z| time bound. Therefore, the time

O(|pbipl)
complexity of our model checking algorithm on SL[1G]| basic principal sentences is | |2 o

Let us now come back to ¢, which is an arbitrary SL[1G] sentence (not necessarily principal). We
will model check ¢ in a recursive bottom-up manner as explained in Subsection 5.2.1. Hence, we will
model-check at most |¢| SL[1G] basic principal sentences of size at most |p|. Furthermore, if ¢ is not
a principal sentence, then it must be a Boolean combination® of some principal sentences, the results
of which we can combine using set operations (instead of adding quantifiers and bindings so that 'b’e
would be a principal sentence). Therefore, ¢ can be checked in time:

arbitrary sentence

20(l¢)) 1 +200eD) 1 20(¢)) 2(1032 log| 7)) +O () 20(¢D)
ol x 2P = | (omm e #2707 < g Commlel) 2% i ~ 1] (5.1)
basic
principal
sentence
Hence, our claim follows. O

This is a very positive result because our algorithm has the same time complexity as the theoretical
algorithm for model checking ATL* presented in [23]. However, it should be noted that the proof above
is rather “pessimistic” in the sense that it assumes that each principal subsentence has size |¢|. In fact,
a lower worst-case complexity can be derived:

9O (temp(’))
el + > 17|
' €sub(y)

where sub(¢y) is the set of all principal subsentences of ¢ (including ¢ itself) and temp(y’) is the number
of temporal operators in ¢’ (excluding strict principal subformulas). The reason why we can use temp(y’)
instead of |¢'| is that a non-deterministic generalised Biichi automaton for an LTL formula with temp(y’)
temporal operators has at most 22%tmP(#)+1 gtates (see Proposition 2.2).

5.2.3 Strategy Synthesis

The model checking algorithm presented in Subsection 5.2.1 decides whether a given SL[1G] formula holds
in a given model. In addition, we would also like to know why that is the case, i.e. what are the strategies
that make the formula true. For example, if the formula [[e][z]{y)(E,e)(1,2)(2,y)G [-p1 A —p2] is true
in a given state, we want to know how the strategy assigned to y depends on the strategies assigned to
e and x. Conversely, if the formula is false in some state, we want to know the corresponding strategies
for the universally quantified variables e and x.

Let Z be an interpreted system and pbty) an SL[1G] principal sentence. Our algorithm reduces the

Sr[1c] model checking problem to solving a parity game QS%W. We then find its winning regions

6This follows from SL[1G] syntax (Definition 5.2) and the fact that free(p) = @ (if ¢ combined its direct principal
subsentences using temporal operators, we would have free(p) = Agt).



5.2. Model Checking 99

(Wo, W1) using the existing algorithm for solving parity games presented in Figure 2.9. As explained
in Subsection 2.4.5, the algorithm can also be used to construct the winning strategies for both play-
ers. By Proposition 2.8, the winning strategies for QS%W are memoryless, i.e. they are partial functions
Wy @ Vo x T — V x T such that dom(w,) = W, N (V, xT) for players o € {0,1}. Since the do-
mains of w, and w, are disjoint, we can regard them as one partial function w : V x T — V x T with
dom(w) = Wo N (Vo x T)UW; N (V; x T) defined as w = wo Uw;. Intuitively, w assigns a winning move
w(s) € V x T to every state s € V x T that is in the winning region of the player that it belongs to, i.e.
either Wo N (Vo x T), or Wy N (V1 x T).

Clearly, the winning strategies for the game somehow encode the SL[1G] shared strategies, which we
want to synthesise. For example, the winning strategy for the existential player in the combined parity
game &7 in Figure 5.2 requires that he matches the universal player’s move (notice the emphasised
transitions of the form [i,a] = [i,a,a] with a € {r,p,s}). Nevertheless, there are important differences
between the two types of strategies:

1. The game strategies are memoryless, partial, and map game states to game states (w, : V, X T —
V x T with o € {0,1}). There are always exactly two of them, one for the existential player wyg
and one for the universal player w;.

2. The agent strategies are memoryful, total, and map non-empty finite sequences of global states
(tracks) to actions (fx : Trk — Actsparing(b,p(k)) With 0 <k < |gp|). There is one for each quantifier
in the quantifier prefix .

Let us start with the memory. Could the agent strategies also always be memoryless? No, unfortunately
not. To see why, have a look at the example in Subsection 4.1.5, where a very simple SLK formula (which
is also an SL[1G] formula) cannot be satisfied using memoryless strategies. Intuitively, the difference
is that the game already “contains” the deterministic parity automaton ‘;G%, which defines the winning
condition. The players can thus use its underlying state to select their moves “for free” because it is a
part of the arena. This means that if the agents simulate the progress of ‘}3% in their memory, they will
have almost the same information as they have in QS%W. However, they might also need to remember
some of the other agents’ actions, which are part of the game state space as well.

The issue of w, being a partial function is a rather cosmetic one. If it is undefined in some state
s €V, xT,ie s¢dom(wj), it just means that player o cannot enforce a victory from s. In that case,
we can assign an arbitrary move s’ € V x T such that Eg (s, s’) to player o in state s. We shall denote
this a total game strategy W,

Definition 5.8 (Total Strategy). Let & be a memoryless determined game with an underlying arena
A = (Vo, V1, E) with no dead ends, i.e. E is serial. Furthermore, let the winning strategies of & be
(wg,w1). Then a total strategy for player o € {0,1} in & is a total function w, : V, = V such that for
all v € V,;, we have E(v, 1, (v)) and if v € dom(w, ), then W, (v) = w,(v). The total solution of & is a
total function @ : V — V such that & £ o U .

The third difference is that the output of the game strategies are game states, whereas the agent
strategies return actions. Let us have a closer look at what the input an output of w look like when
selecting an action for the quantifier p(k) with 0 < k < |p|:

w((g, [ag,---,ak-1],t)) = (g,]ao, ..., ak-1,ak] ;1)

It merely appends the action ax € Actsparing(by,(k)), Which the strategy p(k) will do in the current state
g € G, to the tuple of actions [ag,...,ai—_1] of the strategy variables it depends on (p(0),...,p(k —1)).
Intuitively, the equality above implies that the next action which the strategy assigned to the variable
p(k) selects will depend only on the global state g € G, the underlying parity automaton state t € T, and
the next actions selected by the preceding strategies in the quantifier prefix. Recall that the underlying
global and parity automaton states g and ¢ in the equation above change only when a temporal transition
occurs (i.e. every |p| 4 1 steps in the game). Moreover, the next parity automaton state t' = §(¢, g) does
not depend on the accumulated decisions [ao, ceey a|p|_1] of the players. Hence, if we regard the states
of the parity automaton 71" as a memory, we get the following memory update and next action functions
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for variable p(k) with 0 < k < |p|:

k—1
0p:TxG—T ap: T xGx [H ACtsharing(bw,p(l)) — ACtsharing(bw,p(k))
i —_——

next action of
strategy p(k)

next actions of strategies
©(0), ..., p(k —1)

This is very similar to a finite memory strategy (Definition 2.56). However, oy depends on the next
actions of other strategies in the current state. Therefore, strictly speaking, the strategy might require
an infinite amount of memory. To see why this is the case, consider again the SL[1G] formula for the
toy model in Figure 3.1 v £ [e][#]{y)G— (p1 V p2). It clearly holds in the initial state g,: Player 2
just always plays the same action as player 1. Hence, for all strategies x for player 1, there exists a
corresponding strategy y for player 2, namely y = x, which ensures this property. However, consider the
case when player 1 plays rock when the current round number is a square and scissors otherwise:

r r s s r s S S S I S

Clearly, player 2 can satisfy the property by applying the exact same strategy. However, such a strategy
is not finite memory because it must somehow keep track of the number of rounds until the next square,
which can become arbitrarily large. Nevertheless, the strategy can be regarded as having finite memory
in some sense if we include the next actions of other strategies in the input to the next action function
(exactly like we did for ay,).

To sum up, the next action f(m) of the synthesised strategy for variable (k) depends on: (i) the
track through the interpreted system so far m € Trk and (i) the next actions fo(n),..., fr—1(m) of the
strategies for variables ©(0), ..., p(k — 1). The following definition expresses this idea formally.

Definition 5.9 (SL[1G] Strategy Synthesis). Let Z be an interpreted system, bty an SL[1q] principal
sentence, 0 < k < |p| an integer, and fo,..., fr—1 shared strategies for variables p(0),..., p(k — 1).
Furthermore, let ‘.7,3% = (T,G,tr,9,c) be the deterministic parity automaton for 1 and (wp,w;) the
winning strategies of the combined parity game (’5?”. Then we define the strategy fr : 1rk —
Actsharing (b, (k)) for variable p(k) for all tracks 7 € Trk implicitly as:

w((last(r), [fo(m), - .., fe—1(m)], 0(tr, T<|m)—2))) = (last(m), [fo(m), ..., fe—1(7), fu(m)], 6(t1, T<|r|-2))

where §(t7, T<|x—2) = 6(...8(8(tr, m(0)),7(1)) ..., 7(|x| — 2)).

While the definition above might look very complex, it is simply reusing the winning strategies of
the combined parity game &%’ Once more, consider the combined parity game &7 in Figure 5.2 of the
toy model in Figure 3.1 for the formula v £ [e][z]{y)(E,e)(1,2)(2,%)G [-p1 A —ps]. Assume that the
history of the game so far is T = ggg.9,. Hence, the current global state is last(m) = 7(2) = g,. As the
environment has only one available action in g,, we know that fo(7) = i. Let us further assume that
player 1 has played scissors, i.e. f1(7) =s. The decision accumulated so far is thus [fo(7), f1(7)] = [i, 9]
and the state of the parity automaton is 6(¢7, m) = 6(6(¢1, gg), 9g) = t1. The current implied state of the
game ®7 in Figure 5.2 is therefore (g, [i,s],¢1). We can see that this state is winning for the existential
player and we have wo((gg,[i,8],t1)) = (gg, [i,8,8],t1). Hence, fo(m) =s, i.e. player 2 should also play
scissors. This agrees with our expectation.

We shall now state the relationship between SL[1G] model checking and strategy synthesis. Infor-
mally, if an SL[1G] principal formula @by holds in a global state g € G and we are given arbitrary
strategies for the universally quantified variables in g, the strategies for the existentially quantified
variables synthesised” according to Definition 5.9 ensure that the formula 1 holds in g.

Theorem 5.3. Let Z be an interpreted system and @bt an SL[1G] principal formula. Furthermore,
for each index 0 < k < |p| (in increasing order), let fr be (i) an arbitrary shared strategy fr €

"Note that although we assume that we are given strategies for all universally quantified variables up front (before we
synthesise the existential ones), Definition 5.9 ensures that the synthesised strategy for a variable (i) does not depend on
the strategy for a variable p(j) with ¢ < j.
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SStT sharing (b, p(k)) if 9(K) is a universal quantifier or (44) a strategy synthesised according to Definition 5.9
if p(k) is an existential quantifier. Then for all global states g € G:

if I,@7g |:SL plnﬁ then I7Xag ):SL w

where x € CAsg is a complete assignment with dom(x) = Agt such that for all indices 0 < k < |p| and
agents i € sharing(hy), p(k)) we have x(i) £ fi.

Proof. Let &B% = (T,G,15,0,c) be the deterministic parity automaton equivalent to the LTL formula
1 and 05?”” = (Vo xT, Vi1 xT,Eg),ce) the combined parity game in Z for pby) with winning regions
(Wo, W1) and strategies (wg, wy). Note that we can treat ¢ as an LTL formula because all direct principal
subsentences are removed even before determinisation (as explained in Figure 5.3). We shall now prove
the implication.

Take an arbitrary state ¢ € G and assume that Z,0,g9 g, pby. Let m = play(x,g) be the in-
finite play of the game. We want to show that the LTL formula ¢ holds along w. By the defini-
tion of a play (Definition 2.26) and the structure of the assignment x, we have 7(0) = ¢ and for

all i > 0, n(i +1) = t<7f(i), [fO(TFSi)a'"7f|go|—1(7r§i)]ACt The LrL formula ) holds along m iff

‘137’1[’ accepts m. By construction of the combined parity game QS%W (Definition 5.7) and the fact that
[fo(ﬂ'gi), . f‘M,l(ﬂ'gi)] is a valid decision, 7 is accepted by ‘B% iff the following path is winning for
the existential player in the game:

TE (W(0)7 Hvtf) (T‘-(O)’ [fO(ﬂ'SO)]’tI) s
(7(0), [fo(m<o), - fipl—1(m<o)l, tr) (w(1),[], 6 (tr, m(0))) ...

We will now argue that 7 € (V x T)* must be winning for the existential player in (’5?”.

Firstly, we show that 7 always stays within the winning region Wy of the existential player. Assume
(for contradiction) that this is not the case, i.e. that there is some least position & > 0 such that
7(k) ¢ Wy. By Theorem 5.1, 7(0) = (g,[] ,tr) € Wo so k > 0. Consider the preceding state 7(k — 1). If
7(k — 1) belongs to the universal player, it would be in his winning region W; (as he can clearly move
to another winning state 7(k) € Wy = V' \ Wy). This is in contradiction with the assumption that & is
the first index such that 7(k) ¢ Wy. So 7(k — 1) must be a state which belongs to the existential player.
This state must be of the form 7(k — 1) = (7(j), [fo(n<;), ..., fic1(m<;)],0(tr, m<;—1)) for some j > 0
and 0 < I < |p| such that p(I) is an existential quantifier. Since 7(k — 1) € V5 N Wy, we must have
7(k—1) € dom(wyp), i.e. the winning game strategy is defined for 7(k—1). Moreover, by Definition 5.9, we
have wo(T(k—1)) = (7(4), [fo(m<;),-- ., filw<;)],0(tr,m<;j—1)) = 7(k). But then 7(k) must be a winning
state for the existential player. Therefore, by contradiction, 7 stays always in the winning region of the
existential player Wj.

Secondly, we show that for all k£ > 0, if 7(k) € Vo, then 7(k + 1) = wo(7(k)), i.e. the path 7 follows
the winning strategy. Take an arbitrary index k > 0 such that 7(k) € V4. This state must be of the form
T(k) = (7(4), [fo(m<j), .-, fic1(m<j)],0(tr, m<j—1)) for some j > 0 and 0 <! < |p| such that p(l) is an
existential quantifier. By Definition 5.9, we have wo(7(k)) = (7(§), [fo(m<j), ..., filn<;)],0(tr, m<j—1)) =
7(k + 1) as required.

We have just shown that 7 always stays within the winning region of the existential player Wy and
follows the winning strategy wg. Therefore, it is a winning path for the existential player in QS?W. This

implies that ‘}3% accepts m. Hence, the LTL formula v is true along w. Our claim follows. O

This approach can also be used to synthesise universally quantified strategies when a SL[1G] principal
formula pbtp does not hold in a state g € G of an interpreted system Z, i.e. when Z, (), g g, pbt. Since
we have defined interpreted systems on transition functions (see Definition 2.5), by SL semantics (see
Definition 2.29), this is equivalent to Z, 0, g =g, pb—p, where § is equal to p with swapped quantifiers
(e.g. for p = [e]|[=] (y)) we have p = () {z)[y])). We can thus synthesise universally quantified strategies
in pbtp by synthesising existentially quantified strategies in pb—) (using Theorem 5.3). Observe that
this is not true in general when using transition relations as we might have both Z,0, g s, ©by and
Z,0, g g1, pb—1). To see how this can happen, consider the case when the LTL formula is ©) = Xp and the
transition relation is completely non-deterministic. Then no existential (universal) strategies can ensure
p will be true (false) in the next state. One way to tackle this issue is to quantify the non-determinism
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explicitly, i.e. set p’ = p[n] and b’ = b (N, n). Essentially, we transform the transition relation into an
agent with a universally quantified strategy and a transition function. Then Z,0,g s ¢'b'y implies
Z,0,9 s b’ again so we can perform strategy synthesis. Informally, in doing so, we are assuming
that the nondeterminism is “playing on the universal quantifiers’ side”.

Since the SL[1G] strategy synthesis merely reuses the result generated by the model checking algo-
rithm, namely the winning strategies (wp,w;) of the existential and universal player in the combined
parity game Qﬁgw, it has the same complexity.

Note that SL[1G] strategy synthesis performs essentially the same task as the elementary dependence
map g [1¢ for a quantification prefix over strategies mentioned in Subsection 5.2.1. Similarly to SLK,
it is possible to define SL[1G] witness and counterexample strategies (see Definition 4.13). We do not
discuss this in detail because the SL[1G] strategy synthesis algorithm presented in this subsection is more
general and can handle both concepts without any modifications.

5.2.4 Symbolic Implementation

In this subsection we discuss how the model checking algorithm (and therfore also strategy synthesis)
presented in Subsection 5.2.1 can be implemented symbolically using BDDs (see Subsection 2.3.1). This
subsection requires a good understanding of symbolically represented interpreted systems. Most impor-
tantly, it assumes that the reader knows how global states and joint actions can be represented using
Boolean vectors. Please refer to Subsections 2.3.2, 3.3.2, and 4.2.4 for more details about this topic.

Delayed Automaton

We first explain how the delayed automaton (see Definition 5.6) is constructed symbolically as it is a
relatively straightforward process. Let Z be an interpreted system and pby) € SL[1G] an SL[1G] principal
sentence. Furthermore, assume that the Boolean vectors for representing current global states, next
global states, and joint actions are 7 = (vg,...,vn_1), ¥/ = (vé, . ,vjv_l), and W = (wog, ..., Wp—1)-
The delayed automaton ng’ is constructed as follows (lines 2-5 in the algorithm in Figure 5.3):

1. Construction of a non-deterministic generalised Biichi automaton 2[% The standard
translation, which we use for this purpose, is already defined symbolically in Figure 2.6. It returns
an automaton formula Ql% = A5(q,7,Z¢, Rg, Fe) with a Boolean vector of new variables § =
(qo, - -.,qx—1) and their next versions ¢/ = (q{)7 ... ,qIK71)~ As explained on page 5.2.1, recursive
solution of direct principal subformulas of pbi) is performed at this stage.

Note that we define already the non-generalised Biichi automaton on global states. Therefore, the
formula representing an atom p € AP is \/ 9ch(p) g(0). In the case of the new atoms p, representing
direct principal subsentences, this becomes \/ ¢ ola 9(0).

2. Conversion to a non-deterministic Biichi automaton %%. This is a very straightforward
procedure. We introduce L = [log, (|Fg|+ 1)] Boolean variables ¥ = (rg,...,rp—1) (together
with their next versions 7/) to represent the counter. The result is an automaton formula SB% =
As(qr,v,Zp, R, Fp) such that:

I =ZIc NO(T)
| Fal—-1
R =Rag A \/ i(F) A (Fa(@) A G+ 1)) vV =Fg(@) Ai(r) | v [|[Fal (7) A0()]
=0
Fp = |Fc|(T)

where i(7) and i(r’) are the binary representation of 0 < i < [F¢| using the Boolean vectors 7 and
r’ respectively.

3. Determinisation to a parity automaton ‘IV’IZ’ A symbolic implementation of the determini-
sation procedure is provided at the end of Subsection 2.4.4. The result is an automaton formula
2]3% = As (f, v,Zp,Rp, C) with a Boolean vector of new variables t = (tg,...,tp_1) (and their next
versions).
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Note that the Boolean vectors g and 7 are not used from the next step onwards.

4. Transformation to a delayed automaton ’Dgw. This is again a very straightforward pro-
cedure. We introduce D = [log, (|p| + 1)] Boolean variables d = (dy,...,dp_1) (together with
their next versions d’) to represent the counter. The result is an automaton formula @gw =
As(td,v,Ip, Rp,C) where:

Ip=Ip A 0(8)
lpl—1 P-1

Rp =Rp Alpl(d) A0d) v | \/ i@ AG+D)A@)| ANt t
i=0 =0

We shall now discuss how the formula arena A;b can be constructed symbolically and then combined
with the delayed automaton C‘Dbzp into the parity game QS?W.

Formula Arena

As we have stated in Subsection 5.2.1, the formula arena Agb = (Vb, V1, E) (see Definition 5.4) is one of
the key concepts of our new model checking algorithm for SL[1G]. Providing a thorough explanation of
its symbolic representation is therefore of utmost importance.

We shall first explain how the state space of the arena can be represented symbolically. Recall that
the states of Agb are pairs (g,d) € V where g € G is a global state and d € Dec?b a decision. Since
the symbolic representation of global states was already discussed in Subsection 4.2.4, we will focus on
encoding the decisions. According to Definition 5.4, the decision d is a tuple of actions such that:

1. The length of d is 0 < |d| < |p|. As we have pointed out in Subsection 5.2.1, when combining the
formula arena A?b and the delayed automaton %% into the parity game Qﬁ‘;bw, the length of the
decision is always equal to the value of the counter. Therefore, we can use the Boolean variables d
for the counter of the delayed automaton @gw to encode the length of the decision d.

2. For each index 0 < k < |d|, we have d(k) € Actsparing(pT,p(k)), i-¢. d(k) must be some action
that all agents sharing the variable p(k) can perform. We can encode this by introducing F =
‘kﬂal ﬂogg ’Actsharing(b-r’p(k))ﬂ Boolean variables € = (e, ...,ep_1). We will use e to denote

the Boolean variables representing the action assigned to p(k) for 0 < k < |p|. While it is not
strictly necessary, we will set the value of e to zero for |d| < k < || in order to reduce the set of

reachable states.
Therefore, an arbitrary state of the arena (g,d) € V is represented symbolically as follows:

d|-1 lpl—1

(9:d) (@, d,e) = g(@) Ald| (@) A | N dk)(EF) | A |\ OeF)
k=0

k=|d|

Consider the arena A7 in Figure 5.1c¢ of the toy model in Figure 3.1 for the SL[1G] basic principal
sentence v = [e][z]{y)(E, e)(1,2)(2,y)G [-p1 A —p2]. The global states of Z are represented using the
Boolean vector T = (uvg,v1) (see Subsection 3.3.2). Since |p| = 3, we need D = [log, (3+1)] = 2
Boolean variables d = (dy, d1) to represent the length of the decision. Finally, we need E = [log, |{i}|]+
2 [log, |{r, p,s,1}|] = 4 Boolean variables € = (eq, €1, €2, e3) to represent the decision. Note that €0 = (),
el = (eg,e1), and €2 = (e, e3). For example, the state (g,d) = (gg, [i,p]) in A7 is encoded as:

(g,d) (6,8,6) = =g A w1 A—dg Ady Aeg A —ep A—ea A —es
—_—— ——— ——— e —

9=9g |d|=2 d(1)=p d(2)=1L

We are now ready to discuss the symbolic representation of the edge relation £ C V x V of the arena
A?b. There are two cases we have to consider:
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1. An action a is appended to the decision d in an arena state (g,d). Although this is relatively
straightforward, we must make sure that all agents can actually perform the action®, ie. a €
Miesharing(vT o(a))) Li(lie(g)). We can do this by reusing the symbolic implementation of the in-
dividual protocols P;(v,w) (see Subsection 3.3.2). For each 0 < k < [p| this case is encoded
as:

E¥w,d,e, v, d',e) =k(d) A (k+1)(d) A

ol 1]er

-1
0(eF) A | /\ O(eh) AO(e) /\ /\ A

I=k+1

\/ /\ Jw;. P;(viw, w;) A a(w;) A a(efk)

aEACtSk €Sk

where S, = sharing(bT, p(k)). The first line increments the length of the decision tuple. The
second line asserts that the decision does not change arbitrarily. The third line ensures that only
possible actions are appended.

2. The decision is complete and thus a temporal transition occurs. While this case is slightly more
complicated, we can simplify it by reusing the global evolution function ¢(7,w,v’) (see Subsec-
tion 3.3.2). Intuitively, we force all agents to perform the action that the decision assigns to them.
This case is encoded as:

lpl—1

Ey(T,d,e,v',d',¢') = |p| (d) AO(d) A /\O(Z) A

[p]—1
\/ Fwa@)rnt@w o)A N\ aila)(eF)
a€Act k=0 i€Sk

where Sj, = sharing(bT, p(k)) for 0 < k < |p|. Again, the first line ensures that the decision (and
its successor) have the correct form. The second line finds a joint action a € Act which agrees with
the decision and performs the temporal transition.

Finally, the edge relation E of the arena A?b is implemented as a disjunction of the two cases above:

e, 0. d.,7)

We are only interested in paths in Agb starting in states (g,[]) where g € G is a reachable global
state. A symbolic representation of all vertices V' of the arena A%b can thus be obtained as the least fixed
point V = 1fpq [{(9,[]) | 9 € G} Usucz(Q)] (similarly to the calculation of the set of reachable states at
the end of Subsection 3.3.2):

V(v,d,e) =lipe | | \/ 9(®) A0(d)AO(E) | vIVdE. () NEW,d', ¢ ,7,d,e))
geG

where ©' is a Boolean formula equal to © with variables in 7, d, € and v/, d’, ¢’ swapped. The vertices

81f we do not ensure this, the game might end up in a dead end (g,d ) when a temporal transition should occur as the
accumulated decision d| might not represent a possible joint action in g. By our construction of A?, (g,d1) would be
a dead end for the universal player. Hence, it would always be a winning state for the existential player. Informally, this
would “encourage” the existential player to choose actions which cannot be performed in the current state.
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of the existential and universal player in A?b can in turn be calculated symbolically as follows:

lpl—1
Vo(,d,e) = V(v,d,e) A \/ k(d) A existential (k)
k=0

lpl—1
Vi(3,d,e) = V(5,d,e) A \/ k(d) A —existential (k)
k=0

where existstential(k) is true iff p(k) is an existentially quantified variable for 0 < k < |p|.

Combined Game

The parity game Qﬁgw is a combination of the delayed automaton ng and the formula arena .Agb (see
Definition 5.7). This is very simple because our symbolic representations of both structures uses the
same counter d. The edge relation Eg of the game is implemented symbolically as:

Eg(w,d,e,t,v',d e, t') = E(v,d,e,v',d,d') ANRp(t,d,v,t',d')
Again, the sets of all vertices Vi, existential player vertices Vigo, and universal player vertices Vg1 can

be calculated symbolically as follows:

Ve (0,d,e,1) = lfpg \/ g(@) ANO(E) AIp(d,T) | v I'de. (O ANEW &€ 1,7,d,ET))

geG
_ _ lol=1
Veo (0, d,e,8) = Ve (0,d,€,8) A \/ k(d) A existential (k)
k=0
_ _ lpl—1
Ver(v,d,2,1) = Ve (0,d,8, 1) A \/ k(d) A —existential (k)
k=0

The colouring function® Cg is represented as a family of |C| Boolean formulas:
Cei(v,d,e,t) = Vs (v,d,e,t) ACi(t)

where C is the family of Boolean formulas representing the colouring function of the parity automaton
‘IV’I” and 0 <4 < |C| a colour.

Once we have a symbolic representation of the parity game ®§bw, we solve it using the existing algo-
rithm in Figure 2.9. The symbolic implementation of the algorithm is quite straightforward because it
uses only basic set operations (Subsection 2.3.2 explains how set operations can be represented symbol-
ically) and attractors (see Definition 2.59). We shall therefore only discuss how attractors and attractor
strategies can be calculated symbolically. Recall that an attractor attr,(A, X) C V of a set of nodes
X CV for a player o € {0,1} in an arena A = (V, V1, E) is defined as:

attr, (A, X) élpr (XU{veV, |vENQ#0}U{veVz|vE CQ}

Intuitively, attr, (A, X) is the set of all vertices of A from which player o can force a visit to X. If the
vertices of A are represented using a Boolean vector!® % (and its next version u’), the attractor can be
calculated symbolically as:

attr, (A, X)(u) =lfpe [X (@) V (Vo () AT 0" A E@, ) vV (Va(@) A—3u'. 0" A E(m,u))]  (5.2)
We are also interested in the winning strategies of QS%W for the purposes of strategy synthesis (see

Subsection 5.2.3). In parity games, these are constructed from attractor strategies. Informally, a (mem-
oryless) attractor strategy for attr, (A, X) assigns to states attr, (A, X) NV, moves “towards” the target

9More formally, Cg; is a symbolic representation of the set of all vertices of Qﬁ%w with colour 0 < 7 < |Cg], i.e.
Coi ={v € Ve | co(v) = i}. B
10In the case of the combined game Qigw, we have U = vdet.
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set X. We can represent a strategy as a set of pairs (v,v’) such that v € attr, (A, X) NV, and v' € vE.
Moreover, we can represent both the attractor and the strategy together as a disjunction of the attractor
strategy (which contains all vertices attr, (A, X)NV,) and the vertices of the other player in the attractor
attr, (A, X) N V& This can be calculated as:

attr, (A, X) (@, v/) = lfpg [X (@, v/) V (Vo (@) A= (F'.O) A (Fu.©') A E(w,u’)) V
(Vz(m) A —~Fu'. = (Fu. ©') A E(u, )]

Note that X can be a combination of vertices v € V' and strategy mappings (v,v') € V x V as well. This
fixpoint is very similar to the one in Equation 5.2. The main difference is that © is now a Boolean formula
over both ¥ and v’. Hence, we have to existentially quantify it before combining it with the edge relation
(unlike in Equation 5.2), i.e. (Ju.©’) A E(u,v’) instead of Ju’. ©’ A E(u,u’). More importantly, there is
one extra term, namely — (HU. @), in the existential player case. It ensures that we add each state to
the attractor only once. This is in line with the definition of the attractor strategy (see Definition 2.59).
If we did not add this restriction, we could end up in the following situation: Let A = (Vp, V4, E) be
an arena with 3 vertices V = {a, b, ¢} such that all of them belong to the existential player, i.e. Vo =V
and V; = (). Furthermore, assume that the edge relation is £ = {(b,a),(c,a), (b, c),(c,b)}. Consider
the calculation of attrg(A, {a}). Firstly, the pairs (b,a) and (c,a) are added to the initial set {a}. If we
do not require that each vertex is added at most once, (b, ¢) and (¢, b) will be added to the attractor in
the second iteration. But then we would have (b,c), (¢,b) € attro(A, {a}) and b, c ¢ {a}, i.e. a strategy
which cycles between b and ¢ forever and never reaches the target set {a}.

Model Checking and Strategy Synthesis

The symbolic implementation of the algorithm for solving parity games (see Figure 2.9) will return
Boolean formulas representing both the winning regions and strategies (Wgo, We1) of the combined

parity game (‘5?“’. The formula ||pbe)||; (U) encoding the set of all global states of Z at which the SL[1G]
principal formula pbt) holds is finally calculated as (see Theorem 5.1):

b, (0) = Fdeto' d & 7. Weo(D,d,8,E, 0, &', &, ¥) A Lp(d, ) A O(2)

The game Qigw together with the winning regions and strategies (Wgo, We1) encodes the synthesised
strategies for all variables in the quantification prefix p. Assume that we want to determine the next
action fi(m) that the strategy fi for variable p(k) with 0 < k < |p| should assign to the track = € Trk
in Z. Given the next actions fo(7),..., fr—1(m) of strategies for variables (0), ..., p(k — 1), we proceed
as follows (see Definition 5.9):

1. We start in the state s3(v,d,e,t) = start(n(0))(v,d,e,t) = 7(0)(¥) AZp(d,T) A ( ). We basically
set the initial state ¢; of the underlying parity automaton ‘}3% of the game (to = tr).

2. Fori=1to |r| —1: Weset s)(v,d,e,t) = F'd et'. Es(v',d,e,t',v,d,e,t) An(i—1)(T) AO(d) A
[3d’ e’.s9_ (v, d’,e’,1")]. Essentially, we are traversing the automaton ‘IV’I& (t; =0(ti—1,m(i —1

3. Forj =0tok—1: We set sl ‘ 1(1},8,6,5) F'd et Eg(v,d e, t',v,d,et) s
fi(m)(ed). We accumulate the decision [fo(7), ..., fr—1(m)].

i@ T )

, is the implied current state of the combined parity game Qigb (given w and fo(7), ... fr—1(7)).

k
s
|-
Hence, we can use the winning regions and strategies (Wgo, We1) to determine the next ac-
tion fi(m): We select an action a € (;cqnaring(voT, p(k))PZ-(liE(Iast( m))) such that the expression

Fudetv' d 't Es (v, d, e/, U,0,d, 1) A (Weo(v/,d, e/ ,1,5,d,€1) V We (v, &', €/, 1,5,d,&,1)) A
a(e'F) is not false. If there is no such action, we select any possible action a.

This concludes our symbolic implementation of SL[1G] model checking and strategy synthesis.
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Complexity

The time complexity of our symbolic implementation is the same as that of the model checking algorithm
discussed in Subsection 5.2.2, namely polynomial in the size of the model |Z| and doubly exponential in
the size of the formula |¢p].

Theorem 5.4. Let Z be a an interpreted system and ¢ an SL[1G] sentence. The worst-case time
complexity of the symbolic implementation is:

|I|2OWU

Proof (Sketch). We only need to prove the statement for an arbitrary basic principal sentence p = phip
(see the proof of Theorem 5.2). The symbolic implementation of our algorithm uses:

e O(log, |G|) Boolean variables to represent the global state;

O(ZieAgt log, | Act;|) Boolean variables to represent joint actions;

O(]9|) Boolean variables to represent the states of the non-deterministic (generalised) Biichi au-
tomaton;

e 200%D Boolean variables to represent the deterministic parity automaton;

O(log, |p|) Boolean variables to represent the delayed automaton and arena counter;

o O3 ;ca,tl0gy [Act;|) Boolean variables to represent decisions.

The total number of Boolean variables needed is thus O(logy |G| + 3 ;¢ 4. 1082 [Acts| + [p]) + 20(I¥) —

O(log, |Z]) +2°U#D. Since BDD operations take polynomial time with respect to the size of the relevant

BDDs in the worst case [49], the worst-case time complexity of each BDD operation is O(\I|k)22o(w) for

some fixed constant k > 0. As we have stated in the proof of Theorem 5.2, the model checking algorithm

20 (el
has at most |Z|
20(eD

)
steps. By multiplying these two expressions, we get the desired worst-case time

complexity |Z| O

5.2.5 Separate Determinisation

The SL[1G] model checking algorithm complexity proof (see Theorem 5.2) and the experimental results
(see Section 6.4) indicate that one major bottleneck of the algorithm is parity game solving. In this
section, we propose an optimisation technique, which addresses this problem by reducing the size of the
game. Our experimental results demonstrate that it significantly reduces model checking time as well as
memory usage (see Table 6.4b).

We motivate the optimisation by means of a simple example. Consider the following SL[1G] basic
principal sentence (for some interpreted system Z with agents Agt = {a,b}):

B = []{y)(a,2)(b,y)[(p = GFp) A (g — GFq) A (r — GFr)]

The underlying LTL formula of 5 is 93 = (p — GFp) A (¢ = GFq) A (r — GFr). The non-deterministic

Biichi automaton ‘B%ﬁ for 13 obtained on line 3 of our SL[1G] model checking algorithm in Figure 5.3
has 508 reachable states which are not dead ends. Therefore, 509 Boolean variables will be required to
encode a single pair (S;, m;) in a state of the deterministic parity automaton ‘B%B on line 4 of our SL[1G]
model checking algorithm (the determinisation procedure we use is described in Subsection 2.4.4). As
we shall see, at least three such pairs will be required to encode a state of YB%B . Hence, at least 1527
Boolean variables will be required to encode a state of the deterministic parity automaton. To put this
into perspective, ‘B%ﬁ will have at least 21927 ~ 4.7 x 10%%” states. Comparing this with Table 2.2, we
see that our symbolic implementation using BDDs will not be able to check 8. This is a very negative
result given that [ is a relatively concise specification. It renders our SL[1G] model checking algorithm
presented in Subsection 5.2.1 completely infeasible for verification and synthesis of large multi-agent
systems with multiple constraints.
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We propose an optimisation technique, which we refer to as separate determinisation, which allows
us to tackle the problem above. Specifications of systems are usually given as conjunctions of LTL
formulas [77]. Hence, we are interested in the verifications of SL[1G] principal sentences of the form:

b (o AL A Ay _iq]

We proceed as before and recursively replace all direct principal subformulas of the formula above with
atoms (see Subsection 5.2.1). Hence we can assume %y, ..., %,_1 are LTL formulas without any loss of
generality. Our aim is to construct a deterministic automaton 6% which accepts precisely those infinite
paths 7 € Pth along which the LrL formula 1 £ 1)y A --- A t,_; holds. Take an arbitrary infinite path
m € Pth. We have the following chain of equivalences:

I, ¢ iff Vi€ {0,...,n—1}.Z,7 Erm i
iff Vie{0,...,n—1}.7 € Lang(PY")

n—1

iff 7e ﬂ Lang(P7)

=0

Therefore, 1 holds along  iff it is accepted by the deterministic parity automaton P7* = (T3, G, t1;, 6;, ¢;)
for each conjunct v; with 0 < ¢ < n. Consider the following generalised parity automaton (see Defini-
tion 2.39) obtained as a product of ‘]3%0, P

n—1 n—1
G%é H %7: (HEaGa (tIOa--'atI(n—l))757{617"'7Cn—1}>
=0 =0

where §((to,...,tn-1),9) = (60(to,q),- -, 0n_1(tn_1,9)) for all (to,...,t,_1) € H;:OlTi and g € G. We
claim that 6% accepts exactly those infinite paths in Z which satisfy .

Lemma 5.3. Let Z be an interpreted system, ty,...,%n_1 arbitrary LTL formulas such that ¢ =
/\?;01 1;, and w € Pth a path in Z. Furthermore, let ‘13% be a deterministic parity automaton equivalent
to ; for each 0 < i < n. Then the following holds for the deterministic generalised parity automaton

G% 2 H;‘:_()l 513%1 T e Lang(G%) iff 7,7 =, .

Proof. We can prove this statement directly using equivalences: By construction of G%, e Lang(G%)
iff 7 € N2, Lang(PL). By definition of set intersection, 7 € ()}, Lang(PY') iff = € Lang(PY?) for all
0 <4 < n. By our initial assumption, for all 0 < i < n, we have m € Lang( %‘) iff Z, 7 Erm, 0. By LTL
semantics (Definition 2.8), Z, 7 =y, ¢ iff Z, 7 pp, ¢ for all 0 <4 < n. Our claim follows. O

Consider again the LTL formula g = (p =+ GFp) A (¢ = GFg) A (r = GFr). Each of the non-
deterministic Biichi automata %%0, ‘B%l, and EB%Q for the subformulas ¥g = p - GFp, Y1 = q¢ — GFg,
and 12 = r — GFr has 13 reachable states which are not dead ends. The resulting deterministic parity
automata 2]3%0, %1, and ‘,)3%2 each have 42 variables'!. Therefore, the deterministic generalised parity

automaton 6%5 equivalent to 15 has 126 Boolean variables and 2!26 ~ 8.5 x 1037 states. While this is
still a very large number, it is much more manageable than the size of the deterministic parity automaton
gﬁ, which would have at least 21527 ~ 4.7 x 10459 states.

Once we have constructed the deterministic generalised parity automaton 6%, the optimised SL[1G]
model checking algorithm proceeds in a very similar manner to the original one in Figure 5.3: We
construct the formula arena A%’ and the delayed automaton 5. Note that A%’ is unchanged but D%
is now a generalised parity automaton. Finally, we construct the combined generalised parity game QS%W
and solve it using the existing algorithm in Figure 2.10. The complete optimised algorithm is shown in

Figure 5.4.

M Their states require at least three pairs (S;,m;) (see Subsection 2.4.4). Hence, they each have 3 x (13 + 1) = 42

variables. This is also the reason why we know that the original parity automaton ‘ﬁ%ﬂ equivalent to 13 would require at
least three pairs (S;,m;) to encode a state.
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1 function CHECKSL[1G]OPTIMISED(pht))

2 Yo A ANp_1: =1 > Split conjuncts.
3 fori:=0,...,n—1do

4 AV .= GENBUCHI(1);)

5 BY = BicH(AL)

6 Py = PARITY(BY")

7 end for

8 G = GENPARITY( O B > Calculate automaton product.
9 @gw = DELAYED(6I, %) > Convert to a delayed generalised parity automaton.
10 AY := ARENA(Z, @, b)

11 Qﬁgw = COMBINE(AW, DY) > Combine into a generalised parity game.
12 (Wo, W) = SOLVEGENPARITY(@WW) > Solve generalised parity game (Figure 2.10).

13 return {g € G | start(g) € Wy}
14 end function

Figure 5.4: The optimised model checking algorithm for Sr[1G] which uses separate determinisation.
The steps which differ from the original algorithm (see Figure 5.3) have comments.

odeh
This optimised algorithm does not improve the general |Z 2 " time complexity of SL[1G] model

checking (see Subsection 5.2.2) because it has no effect when ¢ has only one conjunct, in which case the
generalised parity game is a parity game with one colouring function, i.e. 6% = % Nevertheless, the
following more precise worst-case time complexity can be derived!?:

(@) D)
EEDY [zl (Do(@/),---yDN(Lp’)l(gal)>

@’ Esub(yp)

where N(¢') is the number of conjuncts in ¢’ = pb [ho A+ AUn(p)—1], Di(yp/) £ 20temP(¥i)) for

. N 1 n n!
0<i <N, D2 D), (0 ) 2 i

operators in ¢’ (without strict principal subformulas). Note that this expression is equal to Equation 5.1
when each principal subsentence of ¢ has exactly one conjunct.

The symbolic implementation of the model checking algorithm (see Subsection 5.2.4) is modified
appropriately. There is one extra issue, which is only relevant to SL[1G] strategy synthesis (see Sub-
section 5.2.3). Recall that generalised parity games are not memoryless determined for the existential
player in general (see Subsection 2.4.5), i.e. the winning strategy for the existential player requires finite
memory, namely a counter for the current conjunct 0 < i < n. We solve this problem by (i) augmenting
the Boolean vectors representing the current and next game state with [log, n] Boolean variables for the
counter and (7)) adding an auxiliary state after every temporal transition in which the existential player
has the option to keep or increment the value of the counter:

and temp(¢’) is the number of temporal

keep i

(9 lao, - ajp1] . 1:1) —mcmon— (9

temporal ( /
\ + 1) modn)

increment 1

5.3 Summary

In this chapter, we first gave a brief overview of SL[1G] and then introduced a practical model checking
algorithm for it. This is a very important result because there is currently no such algorithm. In fact,
we are not even aware of any practical model checking algorithms for ATL*, which is strictly subsumed

12We use the fact that the time complexity of solving a generalised parity game with n vertices, m edges, and maximum

colours do, ...,d,_1 is O(mnd)([do/ﬂf%ﬁik 1/2]) where d = Zf:_()l d; (see Proposition 2.11). Note that we ignore the

coefficients because D(¢’)/2 = Zi':ol Di(¢")/2 = Zf;ol 20 (temp(¥3))—1 — Zf;ol 20(temp(¥3)) = D(yp').
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by SL[1G]. Therefore, we believe that we have put forward the first practical model checking algorithm
for both SL[1G] and ATL*. Moreover, we showed that it has optimal worst-case time complexity, proved
its correctness, and provided an efficient symbolic implementation. Since it supports general strategy
synthesis, it can be used to automatically generate agents’ behaviour from SL[1G] specifications.

The algorithm reduces the model checking of an SL[1G] basic principal sentence pbi) to the problem
of solving a combined parity game, which is obtained as the product of a formula arena, which represents
the interdependency of the quantified strategies in the prefix @b, and a delayed automaton, which accepts
all paths through the arena which satisfy the underlying LTL formula . We showed how the winning
strategies of the combined parity game can be used for SL[1G] strategy synthesis. We also provided
an optimisation technique called separate determinisation, which improves the performance of the algo-
rithm on Sr[1G] formulas of the form @b [¢)g A - - - A 1,,—1] by determinising each conjunct separately and
reducing the problem to solving a generalised parity game instead.

In Section 6.3, we will describe how we developed an extension of MCMAS which implements the
SL[1G] model checking algorithm introduced in this chapter using BDDs.
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Implementation

A very important part of this project was the implementation of the novel model checking algorithms
for SLK an SL[1G] presented in Sections 4.2 and 5.2 respectively. We developed both algorithms as
extensions for the MCMAS model checker described in Subsection 2.5.2. To our best knowledge, there
are no other tools which would support SL or any of its fragments such as SLK or SL[1G]. In our opinion,
this makes our contribution even more valuable, as it demonstrates the feasibility of SL as a practical
specification language rather than a mere theoretical construct. Our belief is further supported by the
experimental results described in Section 6.4.

Extending an existing tool relieved us of the burden to design and implement all low-level procedures
from scratch. Instead, it allowed us to focus on the important aspects of the new model checking
algorithms and spend more time optimising their performance. On the other hand, we had to follow the
existing design pattern of the tool and accept its shortcomings. We shall start by describing the existing
functionality, usage, and architecture of MCMAS. We will then describe the new functionality of the SLK
and SL[1¢G] extensions and explain which parts of the tool we had to modify in order to support each of
the fragments. Finally, we present the experimental results we obtained on several scalable scenarios.

6.1 Existing Tool

MCMAS is a Model Checker for Multi-Agent Systems (MAS) developed at Imperial College London
released under GNU Public Licence (GPL) [5,8,63]. A brief overview of its existing functionality has
already been provided in Subsection 2.5.2, where it was compared with other existing verification tools.
Here we shall describe it in more detail to give the reader a better idea of the original tool as well as the
extensions which we developed as part of this project.

6.1.1 Functionality
MCMAS has the following features:

1. Underlying framework. The multi-agent systems in MCMAS are modelled as interpreted sys-
tems (see Definition 2.5), which naturally capture temporal, strategic, deontic (correct behaviour),
and epistemic (knowledge) properties of a system. An important consequence of using this formal-
ism is that all agents evolve synchronously. The semantics of the specifications languages supported
by MCMAS (described below) are also defined with respect to interpreted systems (see Section 2.2).

The reader should be familiar with the concept of interpreted systems by now as we have been using
it heavily throughout Chapters 4 and 5. A very simple toy model and its formal representation as
an interpreted system is provided in Section 3.3.

2. Input format. The description of interpreted systems is provided in the form of ISPL files.
Such files use special syntax to describe the whole model including the agents, protocols, evolution
functions, local variables, observable variables, initial states, and specifications to be checked.
Please refer to [9] for the complete ISPL syntax. ISPL code for the toy model introduced in
Section 3.3 is provided in Appendix A.
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3. Specification languages. MCMAS supports CTL (see Subsection 2.2.2) and ATL (see Subsec-
tion 2.2.4) augmented with epistemic operators expressing agents’ knowledge (see Subsection 2.2.6)
and deontic modalities for correct behaviour (not relevant for our project). Moreover, MCMAS
admits arbitrary nesting of CTL and ATL operators as well as the non-temporal modalities. In ad-
dition, basic fairness conditions® are supported. LtL, CTL*, ATL*, and SL (including all syntactic
fragments) are currently not supported by MCMAS.

4. Model checking. The main function of MCMAS is model checking of specifications against a
model of a system. The tool automatically verifies and reports whether each formula holds in all
initial states of the model or not. Thanks to its underlying efficient symbolic implementation (see
Subsection 2.3.2), MCMAS can easily handle state spaces with more than 10%° possible states [63].

5. Witness and counterexample executions. In addition to reporting whether a formula is true
or false in the given model, MCMAS can provide the user with sample executions justifying the
truth value of the formula. If the formula is true, a witness execution is generated. Conversely,
if the formula is false, a counterexample execution is generated. This is a very useful feature as
it allows the user to identify and then fix the parts of the model in which the specification is not
satisfied.

6. Interactive simulation. The tool provides an interactive simulation mode, in which the user
selects an initial state and follows a possible evolution of the model by choosing the actions of all
agents at each time step. The user can always also backtrack to the previous state. This feature
does not provide automatic verification. Instead, it allows the user to manually check that the
model is correct.

7. Graphical interface. Although MCMAS is a purely command-line tool with textual input and
output, an Eclipse plugin supporting most of its features has been developed. It can currently
perform model checking, interactive simulation, and witness/counterexample analysis. Its most
prominent feature is visualisation of witness/counterexample executions.

The tool runs on most architectures including Linux, Windows, and Mac OS.

The latest publicly available release of MCMAS at the time of writing is version 1.2.1. We describe
here version 1.1.0, which was available in October 2013 when our project forked off. The main differ-
ence between the two versions is the support for uniform ATL semantics in version 1.2.1 (uniformity is
explained in Subsection 4.1.2).

6.1.2 Usage

We provide here a short introduction to the ISPL file format and the MCMAS command-line tool. Note
that this subsection is in no way intended to be a complete manual for MCMAS. Our aim is to give the
reader a basic idea of how the tool can be used for purposes relevant to our project. Please refer to the
MCMAS manual [9] for a complete description of the ISPL Syntax and the command-line tool.

ISPL Syntax

An ISPL file contains both the multi-agent system and the properties to be verified. These are internally
represented as an interpreted system (see Definition 2.5) and logic formulas (see Section 2.2) respectively.
The file consists of the following sections [9]:

e Semantics (optional) — Statement which defines the evolution function semantics (see below). Two
options are available: MultiAssignment (default) and SingleAssignment.

e Agent — Every agent of the multi-agent system is defined separately. Defining the environment is
optional. Each specification has the following fields for an agent i € Agt:

LA fairness condition is an arbitrary formula ¢ which rules out paths along which ¢ is not true infinitely often. This
increases the expressiveness of CTL and ATL with the ability to assume that certain unwanted behaviour will not occur (e.g.
that no agent will hold a lock forever) [9]. Note that fairness constraints can be expressed naturally in LTL as [GF ¢| — 9
where v is the formula that we want to check.
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— Vars (optional for environment) — Internal variables of the agent. Three types of variables
are supported in ISPL: Boolean (x: boolean), enumeration (y: {a, b, c}), and bounded
integer (z: 1 .. 4). These variables represent the set of internal states L; of the agent.

— Obsvars (environment only, optional) — Variables observable by all agents. The types of
variables are the same as in Vars. The set of local states L;g of each agent j € Agt is induced
by the the observable variables (of the environment) and the agent’s internal variables.

— Lobsvars (other agents only, optional) — Set of local variables of the environment that the
agent can observe. This makes ISPL syntax more expressive than interpreted systems because
different agents can observe different internal variables of the environment.

— RedStates (optional) — Constraints on the correct behaviour of the agent for deontic modal-
ities. This field is not relevant for our project.

— Actions — Set of actions Act; available to the agent.

— Protocol — Protocol P; of the agent, which maps local states L;g to sets of actions 24, Tt
consists of lines of the form condition: {actionsl}, where condition is a condition on the
local state and actions is a list of actions available to agent ¢ if the condition holds. Note
that the conditions on different lines need not be mutually exclusive. The keyword Other
represents a condition which is true iff all other conditions fail.

— Evolution — Evolution function ¢; of the agent. Similarly to the protocol, it consists of lines
of the form nezt_state if condition, where condition is a condition on the local state
of the agent and the joint action of all agents.

If multi-assignment semantics is used (default), nezt_state refers to all local variables that
change and exactly one condition line applies. If single-assignment semantics is used instead,
next_state can refer to only one variable and, for each local variable, exactly one condition
line applies. Please refer to the MCMAS manual [9] for the exact meaning of the two options.

e Evaluation — Atomic propositions AP and their assignment h over global states. For every atomic
proposition, the evaluation contains an entry of the form atom if condition, where condition
is a condition on the current global state.

e InitStates — Boolean formula over all variables which defines the initial states I.

e Groups (optional) — List of groups of agents. These are used in some epistemic modalities (see
Subsection 2.2.6) and ATL temporal operators (see Subsection 2.2.4).

e Fairness (optional) — List of fairness formulas. This field is not relevant to our project.

e Formulae — List of formulas to be verified. Table 6.1 shows how logic formulas are translated into
ISPL syntax.

Command-Line Tool
The general usage of the MCMAS command-line tool is as follows:
$ ./mcmas [OPTIONS] FILE

where [OPTIONS] is an optional list of command-line options and FILE is the name of the ISPL file. For
example, the file examples/toy_model_existing.ispl contains the toy model introduced in Section 3.3,
a CTL specification EF p, and an ATL specification {{1,2})G— (p1 V p2) (see Subsections 2.2.2 and 2.2.4
for a description of CTL and ATL respectively). These formulas are expressed in the ISPL file as EF p
and <g>G ! (pl or p2) respectively, where g is a group containing agents Player1l and Player2. The
complete ISPL file is provided in Appendix A. The following command checks the specifications and
generates witness/counterexample executions where possible:

$ ./mcmas -c 1 examples/toy_model_existing.ispl

The -c flag for displaying witness/counterexample executions has a numeric parameter 1-3 which spec-
ifies the format of the executions. This command generates the following output:
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Logic Formula ‘ISPﬂ;syntax
D atom
- ! formula

propositional 1 A s formulal and formula2
1V formulal or formulaZ
©1 — P2 formulal -> formulaZ2
AX AX formula
EX ¢ EX formula
AF ¢ AF formula

CtL (Subsection 2.2.2) E\Zi iz ;Z::ZIZ,Z
EGy EG formula
Alp1 U o] A(formulal U formula2)
Elp1 U 9] E(formulal U formulaZ2)
(AYX @ <group>X formula

. A)F <group>F formula

ATL (Subsection 2.2.4) EEAiiG:Z <grou§ G ;ormula,
{AY[p1Ups] | <group>(formulal U formula2)
Ki ¢ K(agent, formula)

epistemic (Subsection 2.2.6) Eif) gig:zzij ;Z::Z;Zi
Cayp GCK(group , formula)

deontic (not relevant) O;p 0Cagent , formula)

Table 6.1: Translation between logic formulas and ISPL syntax.

1 kokskokokokokokokokok ok kook sk ok sk ok ok ok ok ok ok sk ok sk ok sk ok sk ok ok sk ok s ok sk ok ko ok sk ok s ok sk ok ko sk sk ok sk ok sk ok ko sk sk ok ook sk ok ok ok ok ok ok
2 MCMAS v1.1.0

4 This software comes with ABSOLUTELY NO WARRANTY, to the extent
5 permitted by applicable law.

7 Please check http://vas.doc.ic.ac.uk/tools/mcmas/ for the latest release.
8 Please send any feedback to <mcmas@imperial.ac.uk>

9 kokskokokoskokokokok ok o ok sk ok ok ok ok ok sk ok sk ok sk sk ok e ok sk sk ok o ok sk ok ok o sk sk sk ok e sk sk ok o sk sk ok sk ok sk sk ok sk e ok sk sk sk s ok sk sk ok sk ok
10

11 Command line: ./mcmas -c 1 examples/toy_model_existing.ispl

12

13 examples/toy_model.ispl has been parsed successfully.

14 Global syntax checking...

15 Done

16 Encoding BDD parameters...

17 Building partial transition relation...

18 Building BDD for initial states...

10 Building reachable state space...

20 Checking formulae...

21 Verifying properties...

22 Formula number 1: (EF pl), is TRUE in the model

23 The following is a witness for the formula:
24 <01>

25 States description:

26 —o——————————— State: 0 ————-———————————-

27 Agent Environment

28 state = game

20 Agent Playerl
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30 Agent Player2

31 T TS T T T T T T T T T T T T T T T T T T T T T T T T T

32 —o——————————- State: 1 ——————----—————-
33 Agent Environment
34 state = plwin

35 Agent Playerl

s¢ Agent Player2

37 TS TSI T T T T T T T T

38 Formula number 2: (<g>G (! (p1 || p2))), is TRUE in the model
39 The following is a witness for the formula:

40 A witness exists but could not be generated.

41 done, 2 formulae successfully read and checked

42 execution time = 0.007

43 number of reachable states = 3

44 BDD memory in use = 8968368

Lines 22 and 38 indicate that the both the CTL formula EF p; and the ATL formula {{1,2})G - (p1 V p2)
are true in all initial states of the model. A witness execution with 2 states, namely g, and g; (see
Section 3.3), for the CTL formula is provided on lines 24-37. According to line 40, MCMAS could not
generate a witness execution for the ATL formula.

Other flags supported by MCMAS include deadlock checking (-k), arithmetic overflow checking (-a),
interactive simulation (-s), and verbosity level (-v with a numeric parameter 1-5). The complete list of
flags supported by MCMAS is provided on the tool’s help screen:

$ ./mcmas -h

6.1.3 Architecture

MCMAS uses binary decision diagrams (see Subsection 2.3.1) to represent the models of systems and
implements all algorithms using very efficient symbolic operations on this data structure (see Subsec-
tion 2.3.2). The tool is written in C++ (except for the Eclipse plugin, which is implemented in Java) and
uses the CUDD BDD package [85]. Over the years, it has been developed collaboratively by members
of the Verification of Autonomous Systems Group (VAS) in the Department of Computing at Imperial
College London [13].

The aim of this subsection is to provide a high-level description of MCMAS internals and bridge
the gap between the theoretical background presented in Chapter 2 and the existing MCMAS func-
tionality described in Subsection 6.1.1. We will first give an overview of the model checking and wit-
ness/counterexample generation process and then describe the overall structure of the MCMAS source
code. Finally, we will comment on the software design of MCMAS.

Model Checking Process

Assume that MCMAS is executed with the name of an ISPL file as a command-line argument (see
Subsection 6.1.2 for a short introduction to MCMAS usage). The tool performs the following steps:

1. Parser. The ISPL file is scanned and parsed into an interpreted system Z representation of the
model and an abstract syntax tree for each formula ¢g,...,p,—1. The scanner and parser were
automatically generated using Flex [4] and Bison [2] respectively.

2. Syntax check. The program checks that the the model and the specifications are well-formed.
This includes type checking and name resolution. The tool ensures that all expressions (e.g. an
agent’s protocol) refer only to existing variables observable by the corresponding agent. If the model
or a formula violates any of the constraits, an error message is printed and the whole execution is
aborted.

3. Symbolic encoding. Each local variable (of an agent) with &k possible values is allocated 2 x
[log, k] BDD variables to represent its current and next value. Once all local variables of all agents
have been allocated BDD variables, the BDD vectors v, v/ for representing the current and next
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global state are constructed as their concatenation. Similarly, the BDD vector @ for representing
joint actions is composed of the BDD variables for representing individual actions. Consequently,
protocols, evolution functions, initial states, and epistemic accessibility relations are calculated. A
detailed example of how all of this can be done is provided in Subsection 3.3.2.

4. Reachability analysis. The set of states G reachable from the set of initial states I of the
interpreted system Z is calculated. As explained at the end of Subsection 3.3.2, this is performed
using a simple fixpoint calculation over the temporal transition relation.

Checks for deadlocks and/or arithmetic overflow in the reachable states are carried out at this stage
if the user requests them via command-line flags.

Finally, if there is at least one fairness condition in the ISPL file, the set of reachable fair states,
at which some path satisfying all fairness conditions starts, is calculated.

5. Model checking. For each formula ¢; with 0 < i < n, MCMAS checks if all initial states I of
the interpreted system Z satisfy ¢;, i.e. I C ||¢;]z. It does this by introducing an atom init € AP
which holds in the initial states, i.e. h(init) = I, and then checking that the formula init — ¢; is
true in all reachable states, i.e. ||init — ;|7 = G.

The tool uses a recursive bottom-up model checking algorithm similar to the one for CTL in
Definition 2.12.

6. Witness/counterexample generation. If a formula starting with an E path quantifier is true
in the model (e.g. Z = EGp), a witness execution is presented. Conversely, if a formula starting
with an A path quantifier does not hold in the model (e.g. Z = AF p), a counterexample execution
is presented. Both witness and counterexample executions are provided for Boolean combinations
of formulas. Please refer to [9] for more details about the combinations of CTL and ATL operators
supported by witness/counterexample generation in MCMAS.

Note that witness/counterexample generation is performed only when explicitly requested by the
user via a command-line flag.

Please refer to the MCMAS source code available at [8] for low-level details of the individual steps.

Source Code Structure
The structure of the MCMAS source code directory is as follows (not all files are listed):

e main.cc — Main file of the whole tool. It uses functions and classes defined in the other files to
implement the model checking process we discussed earlier. It is responsible for the majority of
output and defines global variables used by the other source files.

e Makefile — Project build file. This file describes how MCMAS is built from the source files. The
whole tool can be compiled easily by executing the make command. Build rules for a wide range
of platforms including Linux, Windows (using Cygwin), and Mac OS are provided. Both 32 and
64-bit architectures are supported.

e cudd-2.5.0-exp/ — The CUDD package for manipulating BDDs.

e doc/ — MCMAS documentation,

e examples/ — Sample ISPL files.

e include/ — Header files.

e parser/ — Files relevant to ISPL file parsing (e.g. token and grammar files) and syntax checking.
e utilities/ — All other source files.

— computereach.cc — Functions for calculating the set of reachable states.

— modal_formula.cc — Class representing modal formulas. This source file also implements
the recursive model checking algorithm and provides the witness/counterexample generation
functionality.
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— read_options.cc — Command-line arguments handler.
— simulation.cc — Interactive simulation.

— utilities.cc — Model checking functions and custom BDD operations.

Software Design

Overall, MCMAS source code uses a mixture of the object-oriented paradigm and procedural paradigm:
e Object-oriented paradigm: classes, objects, inheritance, encapsulation
e Procedural paradigm: functions, global variables

As we have already pointed out in Section 1.2, the quality of the code is quite low from a software
engineering point of view, despite being developed as open source. We have encountered the following
issues during the development of the extensions:

1. Complete lack of testing. We believe that this is the biggest problem by far as there are
no guarantees about the correctness of individual functions, classes, or the program as a whole.
Furthermore, it makes any large-scale code refactoring virtually impossible because the programmer
has no easy way of verifying that they did not break any existing functionality. It is almost
paradoxical that a software verification tool is not verified in any structured way.

2. Global variables. The source code of MCMAS uses many global variables, which are generally
believed to be a bad programming practice. Consequently, it is difficult to test individual functions
and reason about their correctness because of side-effects.

3. Inconsistent style. Different parts of the codebase use different indent styles. In addition, some
files contain lines with more than 100 characters. This makes the source code difficult to read and
understand.

4. Long functions. Some of the functions are very long. For example, the body of the method for
generating witness/counterexample executions has 2053 lines. It is very difficult to understand and
modify such functions.

Ideally, the existing source code should be refactored and augmented with tests. Unfortunately, the
current situation is a vicious cycle: Refactoring is difficult without having tests and adding tests is
difficult without refactoring first. Therefore, we believe that the whole tool should be redesigned and
rewritten from scratch in the future.

Despite these shortcomings, MCMAS is on of the leading tools in the area of symbolic model checking
of multi-agent systems. More importantly, its existing source code provided us with solid foundations
on which we could build the SLK and SL[1G] extensions. In the next two sections, we will describe
how we extended MCMAS with support for SLK and SL[1G], which were discussed in Chapters 4 and 5
respectively.

6.2 Epistemic Strategy Logic Extension

Epistemic Strategy Logic (SLK) is a new fragment of SL, which we introduced in Chapter 4. As it
is defined on imperfect recall semantics with incomplete information, it can combine various epistemic
and game-theoretic concepts. Consequently, SLK can express complex specifications such as an agent’s
knowledge about Nash equilibria. In Section 4.2 we provided a model checking algorithm for SLK as well
as an efficient symbolic implementation of it. We have developed an extension of MCMAS which puts
the algorithm into practice and thereby adds support for SLK model checking to MCMAS. We will now
discuss the new functionality of the extension, its usage, and the modified architecture.
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SLK Formula ‘ ISPL syntax

{=he <<Lwariable>> formula

[z]» [[variablel]l formula
(i,2) (agent , wvariable) formula
X X formula

Fo F formula

Gy G formula

01 U2 formulal U formula2

Table 6.2: Translation between SLK formulas and ISPL syntax. Translation of the logics supported by
the original version of MCMAS is shown in Table 6.1.

6.2.1 Functionality

The SLK extension of MCMAS, which we developed as part of this project, has the following new features
(see Subsection 6.1.1 for the list of existing features):

1. Specification languages (updated). Our extension adds support for SLK specifications to MC-
MAS. Moreover, it can handle arbitrary nesting of CTL, ATL, and SLK operators.

2. Model checking (updated). We have incorporated the efficient symbolic implementation of our
SLK model checking algorithm (see Subsection 4.2.4) in the extension.

In order to improve its performance, we have developed an experimental parallel implementation
of the SLK model checking algorithm which can be enabled using a command-line flag (see Subsec-
tion 6.2.2).

3. Witness and counterexample executions (updated). We have added support for SLK operators
to the witness/counterexample execution generator.

4. Witness and counterexample strategies (new). We have implemented witness and coun-
terexample strategy synthesis for SLK formulas as explained in Subsection 4.2.3. If an SLK formula
{xo) - .. (xm—1)1 holds in the model, witness strategies for the variables zy, ..., 2,1 are synthe-
sised (when requested by the user). Conversely, if an SLK formula [[yo] ... [yn—1]¢ does not hold
in the model, counterexample strategies for the variables o, ..., yn,—1 are synthesised.

To sum up, the extension adds support for SLK together with witness and counterexample strategy
synthesis. This is a major enhancement of MCMAS functionality as it provides the possibility to auto-
matically synthesise agents’ behaviour which satisfies an SLK specification.

6.2.2 Usage

The SLK extension augments ISPL syntax with the new SLK operators (see Definition 4.1). The trans-
lation from SLK formulas to ISPL syntax is shown in Table 6.2. Apart from that, the usage of the SLK
extension is the same as that of the original tool (see Subsection 6.1.2).

Consider the file examples/toy_model_slk.ispl containing the toy model introduced in Section 3.3
and the SLK specification (e))(E, e){a)(1,z){y)(2,y)G— (p1 V p2), which means that “there exist strate-
gies for all agents such that neither player will ever win”. This formula is expressed in ISPL syntax
as <<e>> (Environment, e) <<x>> (Playerl, x) <<y>> (Player2, y) G !(pl or p2). The com-
plete ISPL file is provided in Appendix A. The following command checks the specification and generates
a witness/counterexample execution with strategies (where possible):

$ ./mcmas -c 1 examples/toy_model_slk.ispl
The SLK extension generates the following output:

1 skskskskokokokokok sk sk sk sk ok ok ok ko ok ok sk sk sk sk sk sk sk sk ok ok sk sk sk sk sk sk sk sk sk kot ok sk sk sk sk sk sk sk sk sk sk ok sk sk sk sk sk sk sk sk sk ok ok sk ok sk ok ok
2 MCMAS-SL v1.1.0

3
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This software comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.

Please check http://vas.doc.ic.ac.uk/tools/mcmas/ for the latest release.
Please send any feedback to <mcmas@imperial.ac.uk>
KKK KoK oK KK KK R oK K ok oK oK KoK K ok K ok oK ook K K ok K ok oK ook K oK K ok oK ok ok ok ok K ok K ok ok ok oK ok oK ok ok ook ok K oK

Command line: ./mcmas -c 1 examples/toy_model_slk.ispl

examples/toy_model.ispl has been parsed successfully.
Global syntax checking...

Done

Encoding BDD parameters...

Building partial transition relatiom...

Building BDD for initial states...

Building reachable state space...

Checking formulae...

Verifying imperfect recall properties...

Formula number 1: <<e>> (Environment, e) <<x>> (Playerl, x) <<y>> (Player2, y)

G (! (p1 |l p2)), is TRUE in the model
The following is a witness for the formula:
<00 >
States description:
————————————— State: 0 —————----———————-
Agent Environment
state = game
Agent Playerl
Agent Player2
Strategies:
——————— Strategy e [Environment] -------
Agent Environment
Environment.state=game (0): idle
Environment.state=plwin (1): idle
Environment.state=p2win (2): idle
————————— Strategy x [Playerl] ---------
Agent Playerl
Environment.state=game (0): rock
Environment.state=plwin (1): idle
Environment.state=p2win (2): idle
————————— Strategy y [Player2] ---------
Agent Player2
Environment.state=game (0): rock
Environment.state=plwin (1): idle
Environment.state=p2win (2): idle
done, 1 imperfect recall formulae successfully read and checked
execution time = 0.006
number of reachable states = 3
BDD memory in use = 8989648

Line 23 indicates that the SLK formula is true. A witness execution, namely a cycle in the state g,, is
provided on lines 25-32. More importantly, the following witness strategies for the SLK specification are
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provided on lines 34-51:

felge) =1 folge) 21 fylge) &1
fe(gr) £i folgr) 21 Fulgr) 21
fe(g2) £ folg) 21 fylg2) 21

The extension adds a new command-line flag —t, which enables the experimental parallel implemen-
tation of the SLK model checking algorithm. It has a non-negative numeric parameter which defines
the maximum depth of thread branching, e.g. -t 3 allows at most 23 = 8 threads. This functionality is
disabled by default.

6.2.3 Architecture

In order to add SLK support to MCMAS, we had to modify its existing source code and add new files. We
will first give a high-level overview of how we updated the steps of the original model checking process.
Then we shall list the modified and new source files. Finally, we will discuss the experimental parallel
implementation of the model checking algorithm.

Model Checking Process

The original MCMAS model checking process (see Subsection 6.1.3) has been modified in the SLK
extension as follows:

1. Parser. The ISPL token and grammar files were augmented with SLK syntax (see Table 6.2).

2. Syntax check. The updated syntax checking procedure verifies that all SLK specifications are
sentences (see Definition 4.1), i.e. that all agents are bound to a strategy when a temporal transition
occurs.

3. Symbolic encoding. The symbolic encoding of the global states and joint actions is unchanged.
Since the number of BDD variables needed to represent variable assignments (see Definition 4.7)
depends on the SLK formula, they are allocated for each SLK specification separately in the recursive
model checking algorithm (step 5). More precisely, BDD variables for representing the strategy
assigned to a variable  are allocated when the corresponding quantifier {x}) or [z] is encountered.

4. Reachability analysis. This step is completely unchanged in the extension.

5. Model checking. We have augmented the existing recursive symbolic model checking algorithm
of MCMAS with the symbolic implementation of our SLK model checking algorithm presented in
Subsection 4.2.4.

6. Witness/counterexample generation. We added support for SLK to the existing procedure
for generating witness/counterexample executions. More importantly, we implemented SLK wit-
ness/counterexample strategy synthesis, which we discussed in Subsection 4.2.3.

Please refer to the attached project source code for low-level details of the individual steps.

Source Code Structure

We modified and augmented the original MCMAS codebase (see Subsection 6.1.3) while developing the
SLK extension. The following files were added or updated (not all files are listed):

e main.cc — We made only minor changes to the main file (e.g. added a function for printing witness
strategies).

e Makefile — We added build rules for the new files.

e examples/ — We added several sample ISPL files which demonstrate the new functionality of the
extension.
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e include/ — We included prototype declarations for new classes in the existing header files. In
addition, we added separate header files for benchmarking and the SLK model checking algorithm
functions.

e parser/ — We modified the ISPL token and grammar files.
e utilities/ — All new features were implemented in this folder:

— benchmark.cc (new) — Toolkit for analysing the performance of both extensions (SLK and
SL[1G]). We developed it specifically for this project in order to find bottlenecks in the
algorithms.

— modal_formula.cc — We extended the syntax checking procedure, the recursive model check-
ing algorithm, and the function for generating witnesses/counterexamples.

— read_options.cc — We added the -t command-line flag, which enables experimental paral-
lelisation of SLK model checking.

— sl_imperfect_recall.cc (new)— This file contains the core SLK model checking procedures,
which are invoked by the recursive model checking algorithm in modal_formula.cc. The
core functionality includes calculating the shared state space of a quantifier, allocating BDD
variables for strategies, and SLK temporal operators. This file also provides the experimental
parallel implementation of the model checking algorithm.

— strategy.cc (new) — Class representing SLK strategies.

Parallel Implementation

As we have explained in Subsection 4.2.4, our symbolic implementation of the SLK model checking
algorithm represents a strategy f € UStr, for a set of agents A C Agt as a mapping from shared local
states S € G/~G to actions. In other words, for every shared local state S € G/~S, we store the
corresponding action using a separate set of BDD variables. Therefore, we must explicitly enumerate
the shared local state space. The algorithm which performs this computation for a given set of agents
A C Agt is shown in Figure 6.1.

Our experimental results indicate that the enumeration of local states (function LOCALSTATES in
Figure 6.1) is a magor bottleneck of the algorithm. In order to improve the performance of our algorithm,
we created an experimental parallel implementation of the procedure which uses multiple threads. It
spawns a separate thread for one of the two recursive function calls on line 17 of the LOCALSTATES
function in Figure 6.1. Each time such a branching occurs, both threads are left with roughly one half
of the original state space. In order not to create too many threads, branching only occurs in the ¢
top-most recursive calls, where ¢ is the maximum depth of thread branching (set via the -t command-
line flag). More precisely, a new thread is spawned only when n < t, where n is the fourth argument
of LOCALSTATES and represents the current recursion depth. The impact of this optimisation on the
performance of the model checking algorithm is shown in Table 6.3.

While the results indicate that the optimisation does reduce model checking time, the approach
appears not to be very scalable. The problem is that the CUDD BDD package has no support for
concurrency. In order to avoid race conditions, each thread has to have a separate BDD manager?.
After all the local states are enumerated by the threads, the corresponding BDDs (one per local state)
must be transferred to a single BDD manager. Since each manager might be using a completely different
variable ordering (see Subsection 2.3.1), this transfer soon becomes the bottleneck when multiple threads
are used. The only solution to this problem, apart from rewriting the CUDD library, is to use a different
BDD package which supports concurrency. Given the fact that MCMAS already uses CUDD extensively
and the limited time for our project, we decided not pursue this direction any further. Instead, we
devoted all of our remaining time to the development of a model checking algorithm for SL[1G], which
we then implemented as another extension for MCMAS (see the next section).

2A BDD manager stores a hash table for BDD nodes, which ensures the canonicity of the BDDs, and other auxiliary
data structures. Every BDD is handled by a BDD manager. More importantly, the arguments of BDD operations must
have the same manager.
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1 function SHAREDSTATES(A4, 7, G) > Enumerate shared local states of agents A.
2 for k:=0to |A] —1do

3 ﬁA(k) := LoCALSTATES(A(k), T, G(7), 0)

4 end for

5 S = LA(O)

6 for k:=1to |A] —1do

7 S := MERGE(S, Lag))

8 end for

9 return S

10 end function

11 function LOCALSTATES(Z, T, A, n) > Enumerate local states of agent 1.
12 if A= _1 then

13 return () > A is not reachable.
14 else if n = |7;g| then

15 return {\}

16 else

17 return LOCALSTATES(¢, U, A A —U;g(n), n + 1) U LOCALSTATES (4, U, AATg(n), n+ 1)

18 end if

19 end function

20 function MERGE(S:, S2) > Merge state spaces S7 and So.
21 for j:=0to |S2] — 1 do

22 S:={se€ 81 |s(®)ANS2))¥) # L} > Find states S C S} compatible with Sa(j)
23 S1:=81\8 > Remove the compatible states S.
24 Sy =51 U{S2(j)(0) V V,eq ()} > Merge S2(j) and the compatible states S.
25 end for

26 return S;

27 end function

Figure 6.1: Functions for enumerating the set of shared local states S = G/~ for a set of agents A C Agt.
7 is a Boolean vector for representing the current global state and G is the set of global states.
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6.3 One-Goal Strategy Logic Extension

One-goal Strategy Logic (SL[1G]) is another fragment of SL, which we discussed in Chapter 5. Unlike
SLK, it is defined with respect to perfect recall semantics and complete information, i.e. agents have both
perfect memory of the past and complete knowledge of the system. In Section 5.2 we provided a model
checking algorithm for SL[1G] as well as an efficient symbolic implementation of it. Furthermore, we have
developed an extension of MCMAS which puts the algorithm into practice and thereby adds support for
SL[1G] model checking and strategy synthesis to MCMAS. We will now discuss the new functionality of
the extension, its usage, and the modified architecture.

6.3.1 Functionality

The SL[1G] extension of MCMAS, which we developed as part of this project, has the following new
features (see Subsection 6.1.1 for the list of existing features):

1. Specification languages (updated). Our extension adds support for SL[1G] specifications to
MCMAS. The new SL[1G] syntax is separate from the other logics (CTL, ATL, and SLK) because
the fragment does not support epistemic modalities (due to complete information) and uses a very
different model checking algorithm based on w-automata (see Section 5.2).

2. Model checking (updated). We have incorporated the efficient symbolic implementation of our
SL[1G] model checking algorithm (see Subsection 5.2.4) in the extension. Hence, it now supports
the verification of SL[1G] specifications.

We implemented both the original and the optimised version of our algorithm (see Subsection 5.2.5).

3. Strategy synthesis (new). We implemented full SL[1G] strategy synthesis, which we discussed in
Subsection 5.2.3 and explained how it can implemented symbolically in Subsection 5.2.4. Unlike the
SLK extension (see Subsection 6.2.1), the SL[1G] extension supports strategy synthesis for arbitrary
Svr[1¢] formulas. However, unlike SLK witness and counterexample strategies, the synthesised
strategies may be inter-dependent, i.e. the next action of one strategy in the current state might
depend on the next actions of other strategies (see Subsection 5.2.3).

4. Witness and counterexample strategies (new). Although witness and counterexample strate-
gies for formulas of the form {xo) ... {(zm_1) and [yo] ... [yn—1]]¢ are technically subsumed by
full strategy synthesis (previous point), the extension provides the option to present them dif-
ferently. Rather then generating a full solution with inter-dependent strategies for all variables
(see Figure 5.2), a separate strategy is constructed for each variable in the existential or universal
quantification prefix. Both representations are demonstrated in Subsection 6.3.2.

To sum up, the extension adds support for SL[1G] model checking and strategy synthesis. Similarly
to the SLK extension presented in Section 6.2, this is a major enhancement of MCMAS functionality
as it provides the possibility to automatically synthesise agents’ behaviour which satisfies an SL[1G]
specification.

As we have pointed out in Section 3.2, SL[1G] strictly subsumes ATL*. Therefore, all logics in the
ATL* hierarchy which were previously not supported by MCMAS, notably LtL, CTL*, and ATL* (see
Subsections 2.2.1, 2.2.3, and 2.2.4), are now indirectly® supported thanks to our extension. Moreover, the
extension has optimal time complexity* for ATL* model checking and strategy synthesis (see Table 2.1
and Theorem 5.4). This is a major achievement because there are no ezisting tools that would support
ATL* specifications (as far as we know).

3The formulas must be rewritten into equivalent SL[1G] formulas in order to be checked by MCMAS, e.g. an L1, formula 1)
has to be transformed to the equivalent SL[1G] formula [zo] . .. [z g —1]] (Agt(0), o). .. (Agt(|Agt| — 1), ag|—1)%. This
is only a matter of adding extra ISPL syntax which would automatically perform the translation.

4This is not the case for LTL and CTL*, which both have PSPACE-COMPLETE model checking complexity with respect to
the size of the formula (see Table 2.1).
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6.3.2 Usage

The Sr[1G] extension augments ISPL syntax with the new SL[1G] operators (see Definition 5.2). The
translation from SL[1G] formulas to ISPL syntax is the same as for SLK formulas (see Table 6.2). Unlike
SLK formulas, SL[1G] formulas cannot contain operators of the other modal logics supported by MCMAS.
In order to avoid ambiguity (SLK and SL[1G] use the same operators), every SL[1G] formula must be
preceded by a #PR (perfect recall) tag in an ISPL file:

1

2 Formulae

3 -- SLK formula
4 <<e>> (Environment, e) <<x>> (Player, x) <<y>> (Player2, y) G !(pl or p2)
5 -- SL[1G] formula

6 #PR <<e>> (Environment, e) <<x>> (Player, x) <<y>> (Player2, y) G !(pl or p2)
7 end Formulae

The Formulae section contains the formula {e))(E, e){(z) (1, z){y)(2,y)G = (p1 V p2) twice: Line 4 repre-
sents an SLK formula (imperfect recall with incomplete information) whereas line 6 represents an SL[1G]
formula (perfect recall with complete information). Apart from the #PR tag, the usage of the SL[1G]
extension is the same as that of the original tool and the SLK extension (see Subsections 6.1.2 and 6.2.2).

Witness/Counterexample Strategy Synthesis

We first demonstrate the ability of the SL[1G] extension to synthesise witness/counterexample strategies
and its limitations. Consider the file examples/toy_model_s1g.ispl containing the toy model intro-
duced in Section 3.3 and the SL[1¢G] specification {e)(E, e){a)(1,z){y)(2,y)G— (p1 V p2), which means
that “there exist strategies for all agents such that neither player will ever win”. This formula is ex-
pressed in ISPL syntax as #PR <<e>> (Environment, e) <<x>> (Playerl, x) <<y>> (Player2, y)
G !(pl or p2). The complete ISPL file is provided in Appendix A. The following command checks the
specification and generates witness/counterexample strategies:

$ ./mcmas -c 1 examples/toy_model_sllg.ispl

The SL[1G] extension generates the following output (additional line breaks were inserted so that the
output would fit on a page):

1 skskokokokokokokok ok ok sk sk ok ok ok ok ok ok sk sk sk sk sk sk o e ok ok sk sk sk sk sk sk sk sk ke ok ok ok sk sk sk sk sk sk ok ok ok ok ok sk sk sk sk sk sk ok ok ok ok ok koK
2 MCMAS-SL v1.1.0

4 This software comes with ABSOLUTELY NO WARRANTY, to the extent
5 permitted by applicable law.

7  Please check http://vas.doc.ic.ac.uk/tools/mcmas/ for the latest release.
8 Please send any feedback to <mcmas@imperial.ac.uk>

o kokskskokokokokskokoskokok sk sk sk ok ok sk sk ok sk ok sksk sk sk sk sk ok ke ok skskok ok sk sk sk s sk sk sk sk ke ok sksk sk ke ksk sk sk sk ok sk sk sk sk ok
10

11 Command line: ./mcmas -c 1 examples/toy_model_sllg.ispl

12

13 examples/toy_model_sllg.ispl has been parsed successfully.

14 Global syntax checking...

15 Done

16 Global reachable states:

17 g0: Environment.state=game (initial)

18 gl: Environment.state=plwin

19 g2: Environment.state=p2win

20 Perfect recall formula 1: <<e>> (Environment, e) <<x>> (Playerl, x) <<y>>

21 (Player2, y) G (! (p1 |l p2)), is TRUE in the model
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Witness 1/1 (<<e>> (Enviromment, e) <<x>> (Playerl, x) <<y>> (Player2, y)

G (Y (p1 Il p2))):

Strategy <<e>>:

start:
g0->s0 (initial)
gl->s1
g2->s2

sO (winning):
action: idle
g0->s3
gl->s4
g2->sb5

sl:
action: <no winning
gl->s6

s2:
action: <no winning
g2->s7

s3 (winning):
action: idle
g0->s3
gl->s4
g2->sb

s4:
action: <no winning
gl->s6

s5:
action: <no winning
g2->s7

s6:
action: <no winning
gl->s6

s7:
action: <no winning
g2->s7

Strategy <<x>>:

start:
g0->s0 (initial)
gl->s1
g2->s2

sO (winning):
action: paper
g0->s3
gl->s4
g2->sb

sl:
action: <no winning
gl->s6

s2:
action: <no winning
g2->s7

s3 (winning):
action: paper
g0->s3
gl->s4
g2->sb

action>

action>

action>

action>

action>

action>

action>

action>



126 Chapter 6. Implementation

78 s4:

79 action: <no winning action>
80 gl->s6

81 sb:

82 action: <no winning action>
83 g2->s7

84 s6:

85 action: <no winning action>
86 gl->s6

87 sT:

88 action: <no winning action>
89 g2->s7

90 Strategy <<y>>:

91 start:

92 g0->s0 (initial)

93 gl->s1

94 g2->s2

95 sO (winning):

96 action: paper

97 g0->s3

98 gl->s4

99 g2->sb5

100 sl:

101 action: <no winning action>
102 gl->s6

103 s2:

104 action: <no winning action>
105 g2->s7

106 s3 (winning):

107 action: paper

108 g0->s3

109 gl->s4

110 g2->sb5

111 s4:

112 action: <no winning action>
113 gl->s6

114 sb:

115 action: <no winning action>
116 g2—>S7

117 s6:

118 action: <no winning action>
119 gl->s6

120 sT:

121 action: <no winning action>
122 g2->s7

123 done, 1 perfect recall formulae successfully read and checked
124 execution time = 0.015

125 number of reachable states = 3

126 BDD memory in use = 9163152

Line 21 indicates that the SL{1G] formula is true. Witness strategies for the variables e, z, and y are
provided on lines 24-122. Unlike SLK witness strategies (see Subsection 6.2.2), which are memoryless,
SvL[1c] witness strategies require finite memory. Thus, they are presented to the user in the form of
automata where each automaton state corresponds to one memory state. Since the SL[1G] formula is
true in the initial state g,, the underlying LTL formula G- (p; V p2) will be true along the path if all
agents follow the corresponding witness strategies.
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g1 g2

Figure 6.2: Finite memory witness strategy for variable z in the SL[1G] formula
(eNE,e){x)(1,2)(y)(2,4)G— (p1 V p2) synthesised by the SL[1G] extension for the toy model.
Winning memory states have double borders and contain the actions that should be performed next,
e.g. paper should be played in the memory state s3. Memory updates are represented by transitions
labelled with the new global states.

We shall now explain how the witness strategies synthesised by the extension work. The automaton
representation of the strategy for variable x is shown in Figure 6.2. The initial memory state of the
automaton depends on the initial global state. This dependency is represented by the start node. For
example, if the initial global state is gy, the initial memory state is so. If the SL[1G] formula can be
enforced from a memory state, it is referred to as a winning memory state and is assigned the next
action to perform, e.g. the next action in s3 is paper. The memory state is updated upon every temporal
transition with the new global state. For example, if the current memory state is s3 and a temporal
transition to the global state g; occurs, the new memory state is s4. Note that neither the next action
nor the memory update depends directly on the current global state.

Witness strategies can only be synthesised for existential quantification prefixes (zo)) ... {(Tm—1))
in states where the formula holds. Conversely, counterexample strategies can only be synthesised for
universal quantification prefixes [yo] ... [yn—1] in states where the formula does not hold. Consider
the much more interesting SL{1G] sentence v = [e])(E, e)[z] (1, 2){y)(2,y)G = (p1 V p2) used throughout
Chapter 5, which means roughly: “Whichever action player 1 performs, there exists an action for player 2
such that neither player will ever win”. Counterexample strategies can be synthesised for the universal
quantification prefix [e][z] of v in states g; and go, where it does not hold. However, we are more
interested in synthesising a strategy for player 2 (variable y). Unfortunately, this cannot be done using
witness strategy synthesis because the strategy depends on the strategies for the environment and player 1
(variables e and x). General strategy synthesis, which we describe next, has to be used in this case.

General Strategy Synthesis

We now demonstrate the more general ability of the SL[1G] extension to synthesise arbitrary strategies.
Consider the file examples/toy_model_sl1g2.ispl containing the toy model introduced in Section 3.3
and the SL[1G] specification v £ [e](E, e)[z] (1, z){y)(2,y)G = (p1 V p2) discussed earlier. This formula
is expressed in ISPL syntax as #PR [[e]] (Environment, e) [[x]] (Playerl, x) <<y>> (Player2,
y) G !(pl or p2). The complete ISPL file is provided in Appendix A. The following command checks
the specification v and synthesises strategies for all variables in it:

$ ./mcmas -solutions examples/toy_model_sllg2.ispl
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where -solutions is a new command-line flag introduced by the SL[1G] extension which enables general
strategy synthesis. The following output is generated by the extension (additional line breaks were
inserted so that the output would fit on a page):

1 skskskokokokokokokok sk sk ok ok sk ok ko ok ok sk sk sk sk ok sk sk sk ok ok sk sk sk sk sk sk sk sk stk koo sk sk sk sk sk sk sk sk sk sk ok sk sk sk sk sk sk sk sk sk sk ok k sk ok sk ko
2 MCMAS-SL v1.1.0

4 This software comes with ABSOLUTELY NO WARRANTY, to the extent
5 permitted by applicable law.

7 Please check http://vas.doc.ic.ac.uk/tools/mcmas/ for the latest release.
8 Please send any feedback to <mcmas@imperial.ac.uk>

o kksksrskokokokskokokokoksksksk sk ok ok sksksk ok skeskook ok sksksk sk ook ki ok sk sk sk sk sk sk sk sk sk sk ok sksk sk sk ok sksk sk sk ok sk sk sk sk ok
10

11 Command line: ./mcmas -solutions examples/toy_model_sllig2.ispl

12

13 examples/toy_model_sllg2.ispl has been parsed successfully.

12 Global syntax checking...

15 Done

16 Encoding BDD parameters...

17 Building partial transition relation...

18 Building BDD for initial states...

19 Building reachable state space...

20 Checking formulae...

21 Verifying imperfect recall properties...

22 done, O imperfect recall formulae successfully read and checked

23 Verifying perfect recall properties...

24 Global reachable states:

25 g0: Environment.state=game (initial)

26 gl: Environment.state=plwin

27 g2: Environment.state=p2win

28 Perfect recall formula 1: [[e]l] (Environment, e) [[x]] (Playerl, x) <<y>>
29 (Player2, y) G (! (p1 || p2)), is TRUE in the model
30 Solution 1/1 ([[el] (Environment, e) [[x]] (Playerl, x) <<y>> (Player2, y)
G (! (Pl Il p2)):

32 start:

33 g0->s0 (initial)

34 gl->s1

35 g2->s2

36 sO (winning):

37 temporal transition:

38 g0->s3

39 gl->s4

40 g2->sb5

41 strategies:

42 [[e]l]=idle:

43 [[x]]=paper:

44 <<Ly>>=paperx*: g0

45 <KLy>>=rock: gl

46 <Ly>>=gcissors: g2

a7 [[x]]=rock:

48 <<y>>=paper: g2

19 <<Ly>>=rockx*: g0

50 <Ly>>=scissors: gl

51 [[x]]=scissors:

52 <<y>>=paper: gl
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66

67

68

69

70

71

72

73

74

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

<Ly>>=rock: g2
<Ly>>=scissors*: g0
sl:
temporal transition:
gl->s6
strategies:
[[e]l]=idlex*:
[[x]]=idlex*:
<Ly>>=idle: gl
s2:
temporal transition:
g2->s7
strategies:
[[e]]l=idlex*:
[[x]1=idlex*:
<<Ly>>=idle: g2
s3 (winning):
temporal transition:
g0->s3
gl->s4
g2->sb
strategies:
[[e]l]=idle:
[[x]]=paper:
<<Ly>>=paper*: g0
<<Ly>>=rock: gl
<<Ly>>=scissors: g2
[[x]]=rock:
<<Ly>>=paper: g2
<Ly>>=rock*: g0
<<Ly>>=scissors: gl
[[x]]=scissors:
<<y>>=paper: gl
<Ly>>=rock: g2
<Ly>>=scissors*: g0
s4:
temporal transition:
gl->s6
strategies:
[[e]l]=idlex*:
[[x]]=idlex*:
<<Ly>>=idle: gl
s5:
temporal transition:
g2->s7
strategies:
[[ell=idle*:
[[x]1=idlex*:
<Ly>>=idle: g2
s6:
temporal transition:
gl->s6
strategies:
[[e]l]l=idlex:
[[x]1=idlex*:
<Ky>>=idle: gl
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109 sT:

110 temporal transition:
111 g2->s7

112 strategies:

s [[e]]=idlex:

114 [[x]]=idlex*:

115 <<y>>=idle: g2

ne done, 1 perfect recall formulae successfully read and checked
117 execution time = 0.046

118 number of reachable states = 3

119 BDD memory in use = 9195888

Line 29 indicates that « is true in the initial state g;. The synthesised strategies are provided on lines 32—
115 in the form of one large automaton which encodes both the memory and interdependencies between
strategies. Consider the memory state sg, which is winning, i.e. v can be enforced by the existentially
quantified strategies. It has two fields:

1. temporal transition. This field defines how the memory state is updated upon temporal tran-
sition. The memory update is the same as for witness SL[1G] strategies presented earlier.

For example, if the current memory state is sp and the next global state is gy, the next memory
state is s3.

2. strategies This field represents how the next action of each strategy depends on the actions of
other strategies. If an existential strategy can enforce «y from its current memory state, its next
action is marked with *. Conversely, if a universal strategy can falsify v from its current memory
state, its next action is also marked with *. The next global state for each combination of actions
is also provided for convenience.

For example, if the current memory state (of the strategy for variable y) is so and the next actions
of strategies for variables e and z are idle and scissors respectively, the next action of the strategy
for variable y is scissors. The next global state will then be gg, which in turn determines the next
memory state s3 (according to the temporal transition field).

Observe that the synthesised solution has a very similar structure to the combined parity game &7
in Figure 5.2. This is a direct consequence of the SL[1G] strategy synthesis procedure discussed in
Subsection 5.2.3.

Separate Determinisation

The separate determinisation optimisation technique for the SL[1G] model checking algorithm proposed
in Subsection 5.2.5 is enabled by default. It can be disabled using the command-line flag -sd 0.

6.3.3 Architecture

In order to add SL[1G] support to MCMAS, we had to modify its existing source code and add new
files. We will first give a high-level overview of how we updated the steps of the original model checking
process and then list the modified and new source files.

Model Checking Process

The original MCMAS model checking process (see Subsection 6.1.3) has been modified in the SL[1G]
extension as follows:

1. Parser. The ISPL token and grammar files were augmented with SL[1G] syntax (see Table 6.2).

2. Syntax check. Since SL[1G] formulas cannot be mixed with other logics and have a distinct syntax
(thanks to the #PR tag), we implemented the syntax check as a separate procedure. It verifies that
all SL[1G] specifications are sentences that satisfy the syntactic constraints (see Definition 5.2).
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. Symbolic encoding. The symbolic encoding of the global states and joint actions is unchanged.

Since the number of BDD variables needed to represent the auxiliary model checking data struc-
tures (see Subsection 5.2.1) depends on the SrL[1G] formula, they are allocated for each SL[1G]
specification separately in the model checking algorithm (step 5).

. Reachability analysis. This step is completely unchanged in the extension.

. Model checking. We implemented the symbolic model checking algorithm for SL[1G] presented

in Subsection 5.2.4. Similarly to the syntax checking procedure (step 2), the algorithm is separate
from the one for the other logics (including SLK).

. Witness/counterexample generation. The method for SL[1G] witness/counterexample strat-

egy synthesis is again separate from the one for the other logics supported by MCMAS. It reuses
the solution calculated by the procedure for general strategy synthesis (step 7).

. General strategy synthesis. We implemented general strategy synthesis symbolically as ex-

plained in Subsection 5.2.4. Since this functionality is not provided by either the original tool or
the SLK extension, it was developed as a completely new procedure.

Please refer to the attached project source code for low-level details of the individual steps.

Source Code Structure

We modified and augmented the original MCMAS codebase (see Subsection 6.1.3) while developing the
SL[1c] extension. The following files were added or updated (not all files are listed):

main.cc — We made only minor changes to the main file (e.g. added a function for printing reachable
states).

Makefile — We added build rules for the new files.

examples/ — We added several sample ISPL files which demonstrate the new functionality of the
extension.

include/ — We included prototype declarations for new classes in the existing header files. In
addition, we added separate header files for benchmarking and the SL[1G] model checking algorithm
functions and classes.

parser/ — We modified the ISPL token and grammar files.
utilities/ — All new features were implemented in this folder:

— arena.cc, automaton.cc, game.cc, generalized_automaton.cc, intermediate_automaton
.cc, nondeterministic_automaton.cc, parity_automaton.cc (new)— Classes representing
auxiliary data structures used by the SL[1G] model checking algorithm (see Subsection 5.2.1).
A UML diagram for all these classes is shown in Figure 6.3.

— benchmark.cc (new) — Toolkit for analysing the performance of both extensions (SLK and
SL[1G]). We developed it specifically for this project in order to find bottlenecks in the
algorithms.

— modal_formula.cc — We implemented the (separate) syntax checking procedure for SL{1G]
formulas.

— quantifier.cc (new) — Class representing a strategy quantifier (e.g. (z)).

— read_options.cc — We added the -solutions and -sd command-line flags, which enable
general strategy synthesis and toggle separate determinisation respectively.

— sl_perfect_recall.cc (new) — This is the main file of the SL{1G] extension. It contains
the implementation of the recursive model checking algorithm with strategy synthesis (see
Subsection 5.2.4).

— sl_solution.cc (new) — Class representing the solution of an SL[1G] formula. It contains
(i) the set of global states in which the formula holds and (ii) the synthesised strategies with
interdependencies represented as one large automaton (see Subsection 6.3.2).
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automaton

w-automaton
(Definition 2.40)

1

genterallied, nondeterministic_ parity_

automaton automaton automaton arena

nsgj;;;gzgfii non-deterministic deterministic parity arena

g automaton Biichi automaton automaton (Definition 2.47)

(Definition 2.39) (Definition 2.39) (Definition 2.39)

intermediate_ game

automaton generalised parity game

(see below) (Definition 2.49)

Figure 6.3: UML diagram for classes representing auxiliary data structures used by the SL[1G] model
checking algorithm. The intermediate_automaton class represents a more general form of a non-
deterministic generalised Biichi automaton, which we use for intermediate results in the standard trans-
lation (see Subsection 2.4.3).
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6.4 Experimental Results

We present here the experimental results obtained using the SLK and SL[1G] extensions discussed in
Sections 6.2 and 6.3 respectively on several scalable real-life scenarios. We measure the amount of time
and memory used by both extensions and compare it with the performance of the original tool on CTL
and ATL. We also demonstrate the differences in expressiveness and strategy synthesis between the two
fragments.

The following scalable real-life scenarios are discussed in this section:

1. Dining Cryptographers. A simple security protocol which ensures anonymity of participants.
We use this example to demonstrate the ability of SLK to express agents’ knowledge and compare
the performance of the tool on equivalent CTLK, ATLK, and SLK formulas. We also use it to evaluate
the impact of the experimental parallel implementation of the SLK model checking algorithm, which
we discussed at the end of Subsection 6.2.3.

2. Cake cutting. A problem where a cake of a certain size needs to be divided fairly among a group
of agents. It demonstrates not only the ability of SLK to express Nash equilibria, but also the fact
that our SLK extension can synthesise protocols which achieve them.

3. Scheduler. A process scheduler which ensures mutual exclusion of a shared resource while pre-
venting starvation. We use this example to compare the performance of CTL, ATL, SLK, and
SL[1G] model checking. We also evaluate the impact of the separate determinisation optimisation
technique for the SL[1G] model checking algorithm proposed in Subsection 5.2.5.

4. Nim. A traditional game in which players take turns to remove objects from heaps until all heaps
are empty. We use this example to compare the performance of ATL, SLK, and SL[1G] model
checking on a fixed-size specification.

The experiments were run on an Intel® Core™ i7-3770 CPU 3.40GHz lab machine with 16GB RAM
running Linux kernel version 3.8.0-35-generic. ISPL files and results for all scenarios can be found
in the examples/benchmarks folder in the attached project archive. In addition, the source code of

automatic ISPL code generators for some of the scenarios can be found in the examples/generators
folder.

6.4.1 Dining Cryptographers

The dining cryptographers protocol is a hypothetical protocol introduced in [29] where the anonymity
of participants is preserved due to lack of knowledge:

“Three cryptographers are sitting down to dinner at their favourite three-star restaurant.
Their waiter informs them that arrangements have been made with the maitre d’hotel for the
bill to be paid anonymously. One of the cryptographers might be paying for the dinner, or
it might have been NSA (U.S. National Security Agency). The three cryptographers respect
each other’s right to make an anonymous payment, but they wonder if NSA is paying. They
resolve their uncertainty fairly by carrying out the following protocol:

Fach cryptographer flips an unbiased coin behind his menu, between him and the cryptographer
on his right, so that only the two of them can see the outcome. Fach cryptographer then
states aloud whether the two coins he can see—the one he flipped and the one his left-hand
neighbour flipped—fell on the same side or on different sides. If one of the cryptographers is
the payer, he states the opposite of what he sees. An odd number of differences uttered at the
table indicates that a cryptographer is paying; an even number indicates that NSA is paying
(assuming that the dinner was paid for only once). Yet if a cryptographer is paying, neither
of the other two learns anything from the utterances about which cryptographer it is.”

The protocol described above works for an arbitrary number of cryptographers n > 3. We model it as an
interpreted system (see Definition 2.5) with agents Agt £ {E, cy,...,c,}. We model each cryptographer
as an agent whose actions represent the possible announcements (“same” and “different”). The coins
are internal variables of the Environment which we make selectively observable to the agents via their
Lobsvars fields (see Subsection 6.1.2):
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1 Agent DinCryptl

2 Lobsvars = {coinl, coin2};
3 .« ..
4+ end Agent

The required property of the protocol—if a cryptographer did not pay and an odd number of differences
is uttered at the table, then (i) he knows that another cryptographer paid for the dinner but (i) he does
not know which one it was—is expressed in CTLK, ATLK, and SLK as:

ok EAGY  pank = (O)GY  psix = [z[aa] - [en] (B, ze)(cr,21) -+ - (Cny20)GYp (6.1)
where’:

Y 2 (odd A —paid,) — [Kcl \/ paidi] A [ N —Ke, paidi]

=2 =2

cryptographer ¢ cryptographer ¢
knows that another does not know which
cryptographer paid cryptographer paid

The model checking results for the formulas above with 3 < n < 18 cryptographers in Table 6.3 and
Figure 6.4 indicate that reasonably large state spaces can be verified by the SLK extension. We can
observe that it has similar running time and peak memory usage to CTLK and ATLK for n < 10 cryp-
tographers. However, its performance drops considerably faster for n > 10 cryptographers because of
the large number of shared local states that need to be enumerated (see the discussion at the end of
Subsection 6.2.3). Consequently, the SLK model checking procedure runs out of physical memory (16GB)
for n > 18 cryptographers. In contrast, CTLK and ATLK require no assignments and their performance®
is dominated by the calculation of the reachable state space.

Table 6.3 and Figure 6.4 also show the impact of the experimental parallel implementation of the SLK
extension discussed at the end of Subsection 6.2.3. More precisely, we evaluated the performance of the
SLK algorithm with 1, 2, and 4 threads (thread branching 0, 1, and 2 set using the -t command-line flag).
We can observe that the 2-thread version is approximately 16% faster than the sequential one for n > 10
cryptographers’. Although the 4-thread version is slightly faster than the sequential one for n > 11
cryptographers as well, it does not outperform the 2-thread version for n < 18 cryptographers. This
result confirms our prior belief that the optimisation approach is not very scalable (see Section 6.2.3).
The execution of the 4-thread version on the problem with n = 18 cryptographers was prematurely
terminated®, possibly because it used too much memory (3.8GB) and/or CPU (166%).

Note that the protocol specification cannot be expressed in SL[1G] because it does not support epis-
temic modalities expressing agents’ knowledge due to complete information semantics (see Section 5.1).

6.4.2 Cake Cutting

The cake-cutting problem is a well-known mathematical puzzle [41]:

“Two persons own a cake which they want to split into two parts to be allotted between them.
The cake may be made of different ingredients with different values to each person, i.e. each
person has his own measure for evaluating any given part of the cake. Is there any procedure
or protocol which will enable the two persons to cut the cake into two pieces such that each
person will get at least % of the cake by his own measure?”

We consider a generalisation of the problem [26,27] where n € N agents want to split a cake of size
d € N. The problem is modelled as a multi-player game with n agents and an environment, which has
to provide a protocol to slice the cake in a fair way. The game has hybrid turns: at even rounds the n

5By symmetry of the problem, we can consider the first cryptographer without loss of generality.

6Surprisingly, the ATLK model checking algorithm is always faster than the one for CTLK (despite ATLK being strictly
more expressive than CTLK). However, this difference is negligible compared with the running time of the reachable state
space calculation.

"Incidentally, this is the same threshold from which SLK performance becomes considerably lower than that of CTLK
and ATLK.

8We ran the experiment (with 4 threads and n = 18 cryptographers) repeatedly on different lab machines and it was
killed each time by the operating system.



SLK
crypts | possible | reachable | reachability CrLK ATLK 1 thread 2 threads 4 threads

n states states time (s) time | mem | time | mem | time mem time mem | time | mem

(s) |(MB)| (s) | (MB)| (s) (MB) (s) (MB) (s) (MB)
3 82944 128 0.00 0.00 | 2.69 | 0.00 | 2.69 0.00 2.79 0.01 4.91 0.02 9.23
4 1.99 x 108 320 0.02 0.00 | 271 | 0.00 | 2.70 0.00 2.91 0.02 4.97 0.04 9.24
5 4.78 x 107 768 0.04 0.00 | 275 | 0.00 | 2.75 0.01 3.07 0.03 5.10 0.05 9.67
6 1.15 x 109 1792 0.08 0.00 | 279 | 0.00 | 2.77 0.02 3.41 0.04 5.37 0.07 9.94
7 2.75 x 1010 4096 0.21 0.00 | 3.03 | 0.00 | 2.97 0.05 4.47 0.08 5.88 0.12 10.71
8 6.60 x 101! 9216 0.40 0.00 | 3.19 | 0.00 | 3.27 0.18 6.37 0.21 7.42 0.24 12.56
9 1.58 x 103 20480 0.43 0.00 | 3.38 | 0.00 | 3.42 0.38 9.59 0.38 9.82 0.46 15.96
10 3.80 x 10™ 45056 4.19 0.28 | 13.02 | 0.16 | 12.75 2.29 18.62 2.23 22.33 2.43 28.21
11 9.13 x 10%° 98304 1.69 0.04 | 549 | 0.01 | 4.75 5.01 23.55 4.37 27.51 4.77 39.59
12 2.19 x 107 212992 2.32 0.01 4.40 0.01 4.20 11.61 39.25 9.61 40.36 10.32 60.82
13 5.26 x 10™® 458752 2.05 0.10 | 6.50 | 0.03 | 5.62 32.63 81.95 26.30 79.75 28.39 | 118.27
14 1.26 x 10%° 983040 1.96 0.08 | 6.87 | 0.03 | 5.00 89.46 169.95 67.99 169.68 | 73.57 | 243.80
15 3.03 x 10?1 | 2.10 x 10° 21.35 0.35 | 12.73 | 0.08 | 9.29 | 163.77 | 363.66 | 139.42 | 354.18 | 156.57 | 500.96
16 7.27 x 10?2 | 4.46 x 10° 6.66 0.09 | 6.65 | 0.04 | 4.83 | 422.03 | 758.43 | 345.83 | 736.02 | 377.50 | 977.79
17 1.74 x 10%* | 9.44 x 10° 9.10 0.13 | 6.67 | 0.08 | 6.04 | 734.44 | 1360.59 | 643.03 | 1270.93 | 705.44 | 1359.73
18 4.19 x 10%° | 1.99 x 107 65.94 0.50 | 12.66 | 0.14 | 12.67 | 2654.46 | 3550.66 | 2129.54 | 3680.89 process killed

Table 6.3: Experimental model checking results for the dining cryptographers protocol.

synsoy [ejuewitedxy 9

Gel
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Figure 6.4: Experimental model checking results for the dining cryptographers protocol.
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agents concurrently choose how they want to split the cake, while at odd rounds the environment decides
how to actually slice the cake and assigns the obtained pieces to a subset of the agents. Therefore, the
problem of splitting a cake of size d among n agents is divided into simpler problems in which cakes of
size d’ < d have to be split between n’ < n agents. The game terminates once each agent receives a slice.

We model the game as an interpreted system (see Definition 2.5) with agents Agt = {E,1,...,n}
where [26]:

e Agents. The set of internal states of an agent i € [1..n] is L; = [1..n] x [1..d] x {P,E}, where
the first component represents the number of agents n’ < n among which the current cake has to
be split, the second component denotes the current size of the cake d’ < d, and the flags P and E
indicate whether it is the agents’ or the environment’s turn.

The set of actions available to an agent i € [1..n] is Act; = {1} U[l..d] where L indicates no
choice (the agent already got his piece of cake or it is the environment’s turn) and a numeric value
A

represents the size of the slice he wants. The agent’s protocol is defined as P;({(m, k,E),Ig)) =
Pi({(1,k,P) 1)) 2 {1} and Py({(m, k,P), Ig) 2 [1.. K] for m > 1.

e Environment. The internal states of the environment represent the possible divisions of the
cake among subsets of agents. To represent them, we need to introduce some auxiliary concepts.
Firstly, we define the set of functions F £ {f:[l..n] = [1..n]|3h € [l..d].img(f) = [1..h]}
which assign agents to pieces of cake. Secondly, the sizes of the pieces are encoded by means
of partial functions S £ [1..n] — [1..d]. The possible divisions of the cake are then pairs

(f,s) e H= {(f,s) eF xS ‘ dom(s) =1img(f) A D ;cqom(s) (1) < d} where f maintains the in-
formation about the splitting whose size is contained in s.
In order to define the protocol of the environment, we need to define a partial order on H which

allows us to identify all possible continuations from a given state. For all (f,s),(f’,s’) € H, we
write that (f’,s) < (f,s) iff the following two conditions hold:

1. if f'(i) = f'(4), then f(i) = f(j), for all 4,j € [1..n];
2. D ien nro)=r S (F'(9) < s(f(@)), for all i € [1..7].

Intuitively, (f’,s") = (f,s) if f’ is a refinement of f, i.e. f’ represents a finer partition than f, and
s’ is coherent with the sizes of the pieces s before the last cuts were made.

At this point, we can define the actions of the environment Acty £ H and its local states Ly =
Act = H X H:.L:l Act;. Intuitively, the Cartesian product stores the previous actions of agents
i € [1..n] (so that the environment could base its decision on their actions). Finally, the protocol
of the environment is defined as®:

{ag} ifa; =1 forallie[l..n

PE((aE7a17"-70/774))é .
{(f,s) e H| (f,s) 2 ag} otherwise

Intuitively, when it is the turn of the players, the environment has to preserve the previous splitting.

Otherwise, it can use all possible refinements on its previous move ag.

e Evolution. Since the states of the environment maintain both the information on the splitting
of the cake (environment’s previous action) and the choices made by the agents in the previous
round, the environment evolution function is simply tg(a,a’) = a'.

There are two cases for the agents’ evolution functions:
1. States of the form (m, k,P) (agents’ turn) merely allow a subset of m < n agents to make a

proposal to the environment for the cut of their piece of cake of size k < d. Therefore, we
have t;({(m, k,P),a) ,a’) £ (m, k,E) for all i € [1..n].

9The protocol might seem reversed because the environment makes no move when a; = L for all i € [1..n]. However,
it is important to realise that ai,...,a, refer to the previous actions of the agents. Hence, if the agents did not make any
move in the previous round, it is now their turn (unless the game is over, in which case the environment should not do
anything either).



138

Chapter 6. Implementation

2. States of the form (m,k,E) (environments’ turn) are used to adopt the decision of the
environment ag(a) =

m' 2 |{j €1..n]| f(j)

f

s). To do this, we set t;({(m,k,E),a),a

) = (m/,k',P) where

f@)} <m and k' £ s(f(i)) for all i € [1..n].

e Initial states. The set of initial states I = {g} contains a unique global state g € G defined as:

1. 1
2. I (

9) =
g9) =

e Assignment.

(n,d,P) for all i € [1..n];

((f,), L

geeey

We fix a set of atomic propositions AP =

1) where f(i) =1 for all i € [1..n] and s(1) = d.

[1..n] x [1..d], where each atomic

proposition (i, c) € AP indicates that agent i got piece of cake of size c¢. The assignment h : AP —
(1,¢,P)} for all (i,c) € AP.

@ is formally defined as h((i,c)) = {g € G | l;(g) =

The existence of a protocol for the environment is then given by the following SLK specification:

where:

® Y £ [va] -~

@ = () (er A @s)

(y1,--.,yn) of the agents guarantee equality of splitting;

o o5 = (y1)--

equilibrium;

e vne 2 ALy (Ais

strategies y1, ...

(6.2)

[yn](¥nE — ¥E) ensures that the protocol z is fair, i.e. all possible Nash equilibria

{yn)Y¥nE ensures that the protocol has a solution, i.e. there is at least one Nash

({2Wbipi(v)) — (\/f:v bpi(c))) ensures that if agent ¢ has a strategy z that

allows him to obtain a piece of cake of size v once the strategies of the other agents are fixed, he
is already able to obtain a slice of size ¢ > v by means of his original strategy y;, i.e. the original

,Yn form a Nash equilibrium;

o g =b Al pi(|d/n]) ensures that agent i is able to obtain a piece of size [d/n];

b2 (E

z)(Ly) -

abbreviations.

(n,yn), bi = (B,2)(Lyr) -+

(i,2)

(n,yn), and p;(c) £ F(i,c) are auxiliary

We were able to verify the formula ¢ defined above on a system with n = 2 agents and a cake of size d = 2.
Moreover, the SLK extension can automatically synthesise a witness strategy h, for the environment as

well as the Nash equilibrium (hy, , hy,) of the agents'®
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Agent P1

E.a1=0,
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turn=player (8): f_ _1s1
turn=player (7): f_1_1_s_2
.turn=env (5): f_1_2_s_1_1
.turn=player (9): f_1_2_s_1_1
.turn=env (6): f_1_2_s_1_1
.turn=player (10): f_2_1_s_1_1
.turn=env (4): f_1_1_s_1
.turn=env (3): f_1_1_s_2
.turn=env (2): f_1_1_s_1
.turn=env (1): f_2_1_s_1_1
.turn=env (0): f_1_2_s_1_1

.turn=player, k=1, m=2 (8): al
.turn=player, k=2, m=2 (7): a2
.turn=env, k=1, m=1 (5): a0

10Environment is abbreviated to E. A witness execution was also generated by the extension but we omit it for conciseness.
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20 E.al=0, E.a2=0, E.f1=1, E.f2=2, E.sl1=1, E.s2=1, E.turn=player, k=1, m=1 (9): a0
21 E.al=0, E.a2=0, E.f1=2, E.f2=1, E.sl1=1, E.s2=1, E.turn=env, k=1, m=1 (6): a0

22 E.al=0, E.a2=0, E.f1=2, E.f2=1, E.sl=1, E.s2=1, E.turn=player, k=1, m=1 (10): a0
23 E.al=1, E.a2=1, E.f1=1, E.f2=1, E.sl1=1, E.s2=0, E.turn=env, k=1, m=2 (4): a0

24 E.al=1, E.a2=1, E.f1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (3): a0

25 E.al=1, E.a2=2, E.fi1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (2): a0

26 E.al=2, E.a2=1, E.f1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (1): a0

27 E.al=2, E.a2=2, E.f1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (0): a0

28 TS T TS TTTTTTTTTTTTTTTTTTTTTTTTIT T T T

29 ——————————- Strategy y2 [P2] --—————----—-

30 Agent P2

31 E.al=0, E.a2=0, E.f1=1, E.f2=1, E.sl1=1, E.s2=0, E.turn=player, k=1, m=2 (8): al
32 E.al=0, E.a2=0, E.f1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=player, k=2, m=2 (7): al
33 E.al=0, E.a2=0, E.f1=1, E.f2=2, E.s1=1, E.s2=1, E.turn=env, k=1, m=1 (5): a0

34 E.al=0, E.a2=0, E.f1=1, E.f2=2, E.sl1=1, E.s2=1, E.turn=player, k=1, m=1 (9): a0
35 E.al=0, E.a2=0, E.f1=2, E.f2=1, E.sl1=1, E.s2=1, E.turn=env, k=1, m=1 (6): a0

36 E.al=0, E.a2=0, E.f1=2, E.f2=1, E.sl1=1, E.s2=1, E.turn=player, k=1, m=1 (10): a0
37 E.al=1, E.a2=1, E.f1=1, E.f2=1, E.sl1=1, E.s2=0, E.turn=env, k=1, m=2 (4): a0

38 E.al=1, E.a2=1, E.f1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (3): a0

39 E.al=1, E.a2=2, E.f1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (2): a0

40 E.al=2, E.a2=1, E.f1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (1): a0

41 E.al=2, E.a2=2, E.fi1=1, E.f2=1, E.s1=2, E.s2=0, E.turn=env, k=2, m=2 (0): a0

s

For example, line 13 represents the following constraint on the strategy h, for the environment:

ay as ! s’

—

/—/fﬁ X —~ =~
hx((({w7@}7{@})7 2 \2/)) =({(1,1),(2,2)},{(1,1),(2,1)})

where 2 ¢ dom(s) is encoded by E.s2=0. Observe that (f’,s") < (f,s) holds as required.

Unfortunately, we were not able to verify larger examples because the lab machine ran out of memory.
For example, consider the scenario with n = 2 agents and d = 3 pieces of cake, which has 29 reachable
states. The encoding of extended states, which contain strategies mapping each reachable state to an
action, for the formula ¢ requires 105 Boolean variables, 54 of which represent the strategy h, we wish
to synthesise. The Boolean variables in turn generate a state space with 8.09 x 10?° possible extended
states'!. We found that the intermediate BDDs have order of 10° nodes, each of which has 32 bytes. A
single intermediate BDD thus requires approximately 32GB of memory and the whole algorithm would
use several hundreds of gigabytes.

This negative result should not be surprising given the theoretical difficulty of the cake-cutting prob-
lem. Moreover, we are synthesising the entire protocol and not just the agents’ optimal behaviour. In our
opinion, this is still a great achievement because our tool can automatically synthesise Nash equilibria
of arbitrary memoryless games (given enough memory and time).

Note that the specification in Equation 6.2 again cannot be expressed in SL[1G]. Unlike the dining
cryptographers specification in Equation 6.1, which contains epistemic modalities unsupported by St[1¢],
this one cannot be translated to an equivalent SL[1G] formula because of the restrictions on syntax,
namely that every quantification prefix p must be coupled with a goal by where b binds all agents to
variables in g (see Definition 5.2).

HWe were able to handle even larger state spaces (up to 4.19 x 102 possible global states) in the dining cryptographers

scenario (see Table 6.3). There are three important differences between the problems which we believe explain this
discrepancy: (i) Equation 6.1 contains only one temporal operator (unlike Equation 6.2); () the global state changes
only during the first temporal transition in the dining cryptographers model, whereas the cake-cutting game might take
several rounds; and (%) unlike the environment protocol in the cake cutting problem, which we aim to synthesise, the
dining cryptographers protocol is deterministic (once the coins are flipped).
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6.4.3 Scheduler

Most operating systems nowadays support the concept of concurrency where several processes (or
threads) run at the same time'?. While parallelism can greatly improve the performance of many
applications and simplify software design, it can also lead to race conditions where multiple processes
use a shared resource simultaneously and its final state depends on the relative timing, which is non-
deterministic and thus difficult to debug. Correctness of concurrent systems is crucial because they often
run indefinitely and provide services that other systems depend on (e.g. web servers). Since humans
generally tend to have difficulties reasoning about them and designing them, automatic verification and
synthesis of such systems is of vital importance.

We consider a simple preemptive scheduler system [26] composed of n € N processes and an arbiter
(represented by the environment). The processes try to access a shared resource which is mutually
exclusive. When more than one process requests the resource, the arbiter has to decide who will obtain
it. We are interested in the following two properties:

1. Mutual exclusion. This property (also referred to as a safety property) asserts that at most one
process owns the resource at any given point in time.

2. Absence of starvation. This property (also referred to as a fairness property) requires that
every request is eventually satisfied, i.e. no process will wait for the resource forever.

Again, we model the scheduler system as an interpreted system (see Definition 2.5) with agents
Agt 2 {E,1,...,n} where [26]:

e Processes. Every process i € [1..n] has three possible internal states L; = {in, wt,rs} which stand
for “internal computation”, “waiting for resource”, and “owns resource” respectively. Furthermore,
the actions of the process are Act; 2 {id,rq,rn, rl} meaning “idle”, “request resource”, “relinquish
resource”, and “release resource” respectively. The third action (“relinquish resource”) is used
by the process to stop waiting for the resource. Finally, the protocol of the process is defined as
P;(in) £ {id, rq}, P;(wt) £ {id,rn}, and P;(rs) £ {id, rs}.

e Arbiter. A state of the environment either indicates that the resource is free, or represents the
set of processes that require the resource but do not own it Ly 2 {fr} U 2['~". The actions of
the environment are Actg = {id} U[1..n] where id indicates that the environment does not do any
visible action (no arbitrage is required) and a numeric value 7 € [1 .. n] represents the fact that the
arbiter has granted access to the shared resource to process i. The protocol of the environment is
defined as Pg(fr) & Pg(0) £ {id} and Pg(A) = A for all A C [1..n] with A # 0.

e Evolution. Before formally defining the evolution functions, we introduce some auxiliary notation.
Let a € Act be a joint action. The sets of agents that request, relinquish, and release the resource
are defined as Rq(a) = {i € [L..n] | a;i(a) =rq}, Rn(a) £ {i € [1..n] | a;(a) =1n}, and Ri(a) =
{i € [1..n] | a;(a) =11} respectively. Note that |[RI(a)| < 1 for all possible joint actions a € Act.

There are three cases to consider for the arbiter’s evolution function:
1. Starting from the state fr, if no process makes a request, the state does not change. Otherwise,

if there is exactly one process requesting the resource, the environment transits to (. In the
case of concurrent requests, their set Rq(a) is recorded instead:

fr if |Rq(a)| =0
tg(fr,a) = < 0 if |Rq(a)| =1
Rqg(a) otherwise

2. Starting from the state ), if the process that owns the resource releases it and no other process
requests it, the environment transits to fr. If the owner does not release the resource and no

12Note that we do not care whether the system uses real or apparent concurrency. We are interested in its high-level
behaviour instead.
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process makes a request or if the owner releases it and exactly one process makes a request,
the state does not changed. In all other cases, the set of concurrent requests Rq(a) is recorded:

fr if |RI(a)] =1 and |Rq(a)| =0
tw0,a) 200 i Ri(a)| = |Raa)|
Rq(a) otherwise

3. Finally, starting from a set A # @ of processes that are waiting for the resource, the environ-
ment transits to the new set A\ ({ar(a)} URn(a)) URq(a) maintaining the set of processes
that do not relinquish the request and are not chosen by the arbiter, augmented with the new
ones that want to access the shared resource:

te(4,a) = A\ ({ag(a)} URn(a)) URq(a)

The evolution function of a process i € [1..n] is defined analogously:

in if a;(a) =id
ti((in, fr) ,a) = {rs if Ra(a) = {i}
wt otherwise
in if a;(a) =id
t;((in,0),a) = <rs if |RI(a)] =1 and Rq(a) = {i}
wt otherwise
ti((in, A) a) 2 in if a;(a) =1id
! T wt otherwise
in if a;(a) =1l
ti ‘7® 9 é
(rs,0)  a) {rs otherwise
hi((rs, A) ) 2 in if a;(a) =1l or ag(a) # i
! T rs otherwise
in ifa;(a) =rn
ti((wt,A),a) £ {rs  if a;(a) = id and ag(a) =i
wt otherwise

e Initial states. The set of initial states I = {g} contains a unique global state g € G such that
lg(g9) =fr and [;(g) =in for all i € [1..n].

e Assignment. We fix a set of atomic propositions AP = {rs,wt} x [1..n], where (wt,i) and (rs, )
indicate that process ¢ € [1..n] is waiting for and owns the resource respectively. The assignment
h: AP — 2€ is formally defined as h((s,i)) = {g € G | l;(g) = s} forall i € [1..n] and s € {wt,1s}.

The desired properties of the system can be expressed using the following SL[1G]'? specifications:

1. Mutual exclusion. The following specification asserts that all strategies for the scheduler already
ensure mutual exclusion, i.e. we want to verify the property:

ome 2 [zl [yl (B, 2)(Ly1) - (nyn) G- \/ ) (xs,0) A (xs, 5)
i=1j=i+1

This property can be equivalently expressed in CTL and ATL using the AG and {@#)G operators
respectively (see Equation 6.1).

13Recall that SL[1c] syntax (Definition 5.2) is a subset of SLK syntax (Definition 4.1). Thus, SL[1G] specifications are
also SLK specifications.
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The model checking results for the formula with 2 < n < 10 processes are shown in Table 6.4a. We
can see that the CTL and ATL formulas are checked almost instantaneously. Similarly to the dining
cryptographers scenario (see Subsection 6.4.1), the SLK model checking performance on ¢yg drops
quickly for n > 8 processes. However, the SL[1G] model checking performance on ¢y drops even
faster and the procedure already takes more than 2 hours and 1.4GB memory on the model with
n = 7 processes. Moreover, it runs out of physical memory (16GB) for n > 7 processes.

The individual steps of the SL[1G] model checking algorithm (see Figure 5.3) which take more than
one second, namely arena construction, parity game combination, and parity game solution, are
also shown in Table 6.4a. We can see that the SL[1G] model checking performance is dominated
by parity game solving. For example, calculating the parity game solution for ¢yg with n = 7
processes takes approximately 1 hour and 50 minutes, which is roughly 77% of the whole model
checking time (2 hours and 23 minutes). This is in line with our expectation that parity game
solving is one of the bottlenecks of our SL[1G] model checking algorithm.

2. Absence of starvation. The following specifications asserts the existence of a strategy for the
scheduler which ensures absence of starvation, i.e. we want to synthesise'® the strategy for:

n

oas 2 (@) In] - Tyl (B 2)(Ly) -+ () A\ G ((wt,) = F - (wr, )

This property cannot be expressed in CTL because it refers to the capability of an agent to enforce
a property. Moreover, it cannot be expressed in ATL either because it contains nested temporal
operators (G and F) which depend on the same strategies. However, it can be translated to an
ATL* formula by replacing the whole quantification and binding prefix with the quantifier ({E})).

We can use the equivalence A\ G¢; = G A, 9; to reduce the number of temporal operators in
©as in order to improve SLK and SL[1G] model checking performance. Since the underlying LTL
formula /\?:1 G1); is a conjunction, we can also apply the separate determinisation optimisation
technique for SL{1G] discussed in Subsection 5.2.5. Therefore, we empirically evaluate the following
three approaches: (i) the reduced formula with the SLK algorithm, (%) the reduced formula with the
unoptimised SL[1G] algorithm, and (i) the original formula with the optimised SL[1G] algorithm.

The model checking results for the formulas with 2 < n < 3 processes are shown in Table 6.4b.
Unlike for ¢ymp, SL[1G] in this case outperforms SLK by an order of magnitude for n > 2 processes.
Moreover, the SLK extension runs out of physical memory for n > 3 processes. We believe that the
performance reversal reflects the different structures of pyg (safety condition) and @ag (fairness
condition). A further investigation needs to be done in order to identify classes of formulas which
can be checked efficiently by one of the two algorithms. The optimised SL[1G] model checking
algorithm is almost twice faster than the unoptimised one for 3 < n < 4 processes and almost 5
times faster for n = 5 processes, i.e. the relative speedup increases with the number of processes.
Moreover, the optimised algorithm can handle a system with n = 6 processes'®, whereas the
unoptimised one runs out of memory. This is in line with our expectations (see Subsection 5.2.5).

Again, the individual steps of the SL[1G] model checking algorithms (see Figures 5.3 and 5.4)
which take more than one second, namely automaton determinisation, arena construction, par-
ity game combination, and parity game solution, are shown in Table 6.4b. Similarly to Mg,
SL[1G] model checking performance is dominated by parity game solving. Unlike the optimised
determinisation procedure, which is almost instantaneous, the unoptimised one is even slower than
arena construction for n > 4 processes. This is due to the different sizes of the non-deterministic
Biichi automata (see Subsection 5.2.5): The unoptimised algorithm determinises 1 automaton with

1Some of the SL[1G] witness strategies for the formula have more than 10 states. Therefore, we do not actually request
witness strategy synthesis (-c¢ 1 flag) because printing the strategies would become a major bottleneck of the algorithm
which would skew the performance results. Omitting the flag does not have any impact on the performance of the algorithms
themselves, which perform (symbolic) strategy synthesis internally anyway.

15 Although it takes almost 24 hours.
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22(n+1)+log;(n+2)] states!® whereas the optimised one determinises n automata with 26 states'”.
This—together with the fact that the worst-case time complexity of the determinisation procedure
is exponential with respect to the size of the non-deterministic Biichi automaton—explains why
the optimised algorithm outperforms the unoptimised one and why the relative speedup increases
with the number of processes.

6.4.4 Nim

Nim is a classical mathematical game for two players [77]:

“Nim is a two-player turn-based game in which players alternately remove objects from heaps.
On each turn, one of the two players chooses a heap and a non-zero number of objects that
he removes from this heap. The player who remowves the last object wins the game.”

A complete theory for the game was developed already in 1901 [77]. Its key concept is the so-called
Nim-sum, which is calculated as an exclusive or (xor) of the heap sizes. For example, if there are three
heaps with sizes 3, 4, and 5 respectively, the Nim-sum is 011 $ 1004 101 = 010. A game state is winning
(for any of the two players) iff its Nim-sum is not 0. Consequently, the winning strategy is to finish every
move with a Nim-sum of 0. In the previous example, the state is winning for the current player and his
winning strategy is to remove 2 objects from the first heap.

We consider a variant of the game where an upper bound is imposed on the number of objects that
can be removed in a turn'®. We model the game with n € N heaps with k1, ..., k, € N elements and an
upper bound b > 0 as an interpreted system (see Definition 2.5) with agents Agt £ {E, 1,2}:

e Environment. The set of internal states of the environment is defined as Ly £ {t1,t2, w1, wa} X
H;—;l [0..k;] where tq, to, wi, and wo stand for “first player’s turn”, “second player’s turn”, “first
player won”, and “second player won” respectively. The environment has only one available action
Actg = {id} meaning “idle”. The environment protocol is simply Pg(lg) = {id} for all Ig € Lg.

e Players. Both players i € {1,2} have only one available internal state L; £ {in}, i.e. all in-
formation is in the internal state of the environment and thus both players have complete in-
formation (since their local states are L;z = L; x Lg, see Definition 2.5). The set of actions
available to each player is Act; = {id} U {(m,l) ENxN|1<m <nA1l<I<min(ky,,b)} where
id stands for “idle” and (m,!) indicates that the player removes [ objects from heap m. The
protocol of a player i € {1,2} is defined as P;((in, (w1,0,...,0))) £ Pi((in, (ws,0,...,0))) =
P;((in, (t1_4,11,...,1,))) = {id} and P;((in, (t;,11,...,1,)) = {(m,1) € Act; \ {id} |l <, } for all
(l1,...,1l,) € H?zl [0..%;]\{(0,...,0)}.

e Evolution. The environment evolution is defined as follows. Firstly, if the a player ¢ € {1,2} has
already won, the state does not change:

tE(<Wi707"'70>7a) £ <Wi707-"’0>

for all joint actions a € Act. Secondly, if the next move of a player removes all objects from the
last non-empty heap, the player wins:

te((t1,0,.. ., i, ..., 0), (id, (m, 1,,,) ,id)) & (w1,0,...,0)
te((t2,0, ... L,y ..., 0), (id, id, (m, 1,,))) = (w2,0,...,0)

16Recall that a non-deterministic Biichi automaton 9B equivalent to a non-deterministic generalised Biichi automaton
2 is obtained as a product B = 2 x © with an auxiliary deterministic Biichi automaton © with a counter (see the end
of Subsection 2.4.1). In this particular case, 2(n 4+ 1) BDD variables represent the state of the underlying generalised
non-deterministic Biichi automaton and [log, (n + 2)] variables represent the counter.

174 BDD variables represent the state of the underlying generalised non-deterministic Biichi automaton and 2 variables
represent the counter. Moreover, each of the n automata has only 6 reachable states which are not dead ends (recall that
the number of BDD variables needed by the equivalent deterministic parity automaton depends on the number of reachable
states which are not dead ends, see Subsection 2.4.4).

18 This variant of Nim is referred to as subtraction game at http://en.wikipedia.org/wiki/Nim. According to the article,
the winning regions of the game can be calculated using the Nim-sum of heap sizes modulo b+ 1 where b > 0 is the upper
bound.
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. CTL ATL SLK SL[1c]
procs | possible | reach. reach. : : . <
. time | mem | time | mem | time | mem time (s) mem
" states states | time (s) (s) (MB) (s) (MB) (s) (MB) total | arena [ combine [ solve (MB)
2 72 9 0.00 0.00 2.64 0.00 2.64 0.00 2.67 0.01 0.00 0.00 0.01 2.99
3 432 21 0.00 0.00 2.72 0.00 2.72 0.00 2.81 0.14 0.02 0.03 0.09 5.23
4 2592 49 0.01 0.00 2.81 0.00 2.81 0.00 3.11 3.42 0.27 0.76 2.39 15.15
) 15552 113 0.02 0.00 3.02 0.00 3.03 0.02 4.20 65.81 2.82 11.58 51.40 33.37
6 93312 257 0.02 0.00 3.40 0.00 3.40 0.11 8.98 819.45 | 39.46 154.20 625.67 | 233.77
7 559872 577 0.08 0.00 4.47 0.00 4.48 0.86 23.18 | 8572.79 | 351.56 | 1597.84 | 6622.77 | 1500.69
8 3.36 x 10° 1281 0.17 0.00 6.73 0.00 6.72 4.88 91.26 out of memory
9 2.02 x 107 2817 0.20 0.00 11.62 0.00 11.62 | 36.71 561.69 out of memory
10 1.21 x 103 6145 0.10 0.00 22.23 0.00 22.23 | 222.36 | 2769.64 out of memory
(a) Mutual exclusion property pMmE.
SLK SL[1G]
procs unoptimised optimised
n time | mem time (s) mem time (s) mem
(s) (MB) total | determ. | arena | combine | solve (MB) total | determ. | arena | combine | solve (MB)
2 0.00 2.67 0.09 0.00 0.00 0.02 0.06 4.44 0.12 0.00 0.00 0.02 0.10 4.52
3 116.78 | 124.90 10.11 0.01 0.02 1.06 9.02 15.14 6.39 0.00 0.01 0.65 5.72 14.54
4 out of memory 631.11 0.33 0.26 86.47 544.04 41.80 338.16 0.00 0.24 23.33 314.57 40.70
) out of memory | 29593.56 5.86 2.61 4323.81 | 25261.15 | 2792.22 | 6131.43 0.00 2.65 444.06 5684.69 306.41
6 out of memory out of memory 85976.57 0.00 38.27 | 8012.11 | 77925.96 | 2688.93

(b) Absence of starvation property pas.

Table 6.4: Experimental model checking results for the preemptive scheduler system.
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where 1 <m <nand 1 <, < min(k,,,b). Finally, if none of the previous cases apply, the players’
turns alternate:

tE(<t1,ll,...,lm,,...,ln>,(id, <m,l>,1d)) £ <t2,l1,...,lmfl,...,ln>
tE(<t2,ll,...,lm,...,ln>,(id,id, <m,l>)) = <t1,ll,...7lm —l,...7ln>

where 0 <[; < kjforall je[l.n],1 <m <n,1 <0 <min(ly,bd), and (l1,...,lm —1,... 1) #
(0,...,0).

The player evolution is simply defined as ¢;(in,a) = in for both players i € {1,2} and all joint
actions a € Act.

e Initial states. The set of initial states I = {g} contains a unique global state g € G such that
ZE(g) = <t1,]€1, ey kn> and ll(g) = lg(g) = in.

e Assignment. We fix a set of atomic propositions AP = {pi,ps} where p; and p, mean that
the first and the second player won respectively. The assignment is formally defined as h(p;) =

(g€ G |ls(g) = (w;,0,...,0)} for i € {1,2}.

The existence of a winning strategy for the first player is expressed in ATL and SL[1q] as:

par = ({11)F py sifia) = (s1)[s2][e] (1, 51)(2, 52)(E, €)F p1

Again, pg;[1¢) is also an SLK formula. Note that the specification cannot be expressed in CTL because it
refers to the capability of an agent to enforce a property.

The model checking results for the formulas on one heap (n = 1) of various sizes and an upper bound
on the number of removed objects b = 3 are shown in Table 6.5. We can observe that ATL can easily
handle heaps with 5 x 10% objects in less than 1 minute. Although the SL[1G] performance is worse (as
expected given its model checking complexity), the algorithm can still model check heaps with 5 x 10*
objects in a reasonable amount of time (less than one hour)'®. This is mainly due to the fact that
the specification has a fixed size. In contrast, SLK runs out of memory when there are more than 16
objects on the heap, i.e. its performance is several orders of magnitude worse than that of both ATL and
SL[1G]. This might be surprising given that SLK outperformed SL[1G] on the mutual exclusion property
in the scheduler scenario (see Table 6.4a). The reason is that in the Nim game, all agents have complete
information. Consequently, SLK strategies map individual states to actions (rather than shared local
states to actions as in the previous scenarios), i.e. different BDD variables must be allocated for every
single reachable global state. Hence, incomplete information actually makes SLK model checking easier?’
because it reduces the number of BDD variables needed to encode strategies (see Subsection 4.2.4).

Again, the individual steps of the SL[1G] model checking algorithm (see Figure 5.3) which take more
than one second, namely arena construction, parity game combination, and parity game solution, are
shown in Table 6.5 as well. Unlike in the previous scenarios, arena construction takes a significant
amount of time. In fact, it dominates SL[1G] performance when the heap has more than 2 x 10% objects.
This is an unexpected result, which we suspect might be caused by the size of the intermediate BDDs
and the operations of the underlying BDD package (e.g. variable reordering) triggered during the arena
construction. Observe that, unlike SLK, SL[1G] has approximately the same memory usage as ATL.

6.4.5 Analysis

In general, both the SLK and the SL[1G] extension have significantly lower performance than the original
tool on CTL and ATL. We expected this outcome given the high model checking complexities of the SL
fragments. However, this does not mean that the extensions are not useful in practice. They can verify
specifications which cannot be checked by the original tool. We have discussed two examples of such
properties: (i) Nash equilibria (see Subsection 6.4.2) and (i) fairness conditions (see Subsection 6.4.3).
Moreover, both our extensions support witness strategy synthesis, which can be used to automatically

Surprisingly, SL[1G] model checking of the heap with 2 x 10* objects takes less than half the time of model checking
the heap with 105 objects. We believe this might be caused by the operations of the underlying BDD package (e.g. variable
reordering) as we could not find any other explanation.

20Paradoxically, incomplete information makes SL[1G] model checking undecidable.



heap | possible | reachable | reachability —— ATL < SLK : St[1¢]
size states states time (s) time | mem fime men time (s) - men
(s) (MB) (s) (MB) total | arena [ combine [ solve (MB)
10 44 20 0.00 0.00 2.64 0.02 3.10 0.03 0.00 0.00 0.03 3.24
11 48 22 0.00 0.00 2.65 0.13 4.30 0.03 0.00 0.00 0.03 3.15
12 52 24 0.00 0.00 2.66 1.05 11.50 0.04 0.00 0.01 0.03 3.17
13 56 26 0.00 0.00 2.67 10.03 39.34 0.04 0.00 0.01 0.03 3.26
14 60 28 0.00 0.00 2.67 74.38 181.08 0.04 0.00 0.00 0.03 3.19
15 64 30 0.00 0.00 2.67 458.11 | 821.16 0.03 0.00 0.00 0.02 3.24
16 68 32 0.00 0.00 2.67 1423.07 | 1874.01 0.04 0.00 0.01 0.03 3.20
17 72 34 0.00 0.00 2.68 out of memory 0.04 0.00 0.01 0.03 3.26
18 76 36 0.00 0.00 2.68 out of memory 0.05 0.00 0.01 0.04 3.21
19 80 38 0.00 0.00 2.70 out of memory 0.04 0.00 0.00 0.04 3.20
20 84 40 0.00 0.00 2.71 out of memory 0.05 0.00 0.00 0.04 3.21
50 204 100 0.00 0.00 2.85 out of memory 0.09 0.00 0.00 0.08 3.36
100 404 200 0.00 0.00 3.06 out of memory 0.14 0.00 0.00 0.14 3.56
200 804 400 0.00 0.01 3.41 out of memory 0.31 0.00 0.00 0.30 3.95
500 2004 1000 0.01 0.01 4.55 out of memory 0.82 0.01 0.00 0.80 5.16
1000 4004 2000 0.01 0.03 6.13 out of memory 1.66 0.07 0.00 1.59 7.28
2000 8004 4000 0.03 0.06 9.23 out of memory 7.58 1.33 0.02 6.23 11.39
5000 20004 10000 0.08 0.16 19.27 out of memory 30.37 7.97 0.02 22.28 23.78
10000 40004 20000 0.20 1.39 35.31 out of memory 625.60 33.46 0.25 591.88 45.36
20000 80004 40000 0.44 0.89 67.93 out of memory 305.42 163.51 0.03 141.88 72.70
50000 200004 100000 1.12 2.62 160.76 out of memory 1894.03 | 1337.15 0.09 556.79 | 171.07
100000 400004 200000 2.26 3.56 312.25 out of memory 7606.22 | T7152.87 0.01 453.34 | 324.56
200000 800004 400000 39.62 59.35 | 617.69 out of memory 59235.59 | 32838.33 4.82 26392.43 | 649.08
500000 | 2000004 | 1.00 x 10° 43.99 57.43 | 1538.71 out of memory runs for more than 48 hours

Table 6.5: Experimental model checking results for the Nim game with one heap (n = 1) and at most 3 objects removed every turn (b = 3).
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generate agents’ behaviour that ensures the properties. In other words, the aim of the extensions is
not to replace the existing tool, but to add support for completely new features. Therefore, the results
presented in this section should be regarded as an illustration of the new functionality (rather than a
benchmark with negative performance results).

The experimental results presented in this section confirm that the main performance bottleneck of
the SLK model checking algorithm is the BDD encoding of the extended states, which allocates separate
BDD variables for each shared local state of a strategy (see Subsection 4.2.4). As we have seen in the
Nim scenario (see Subsection 6.4.4), this problem is more pronounced when all agents have complete
information, in which case shared local states collapse to reachable global states. Informally, the less
information agents have the better the SLK model checking performance is. This is quite a rare situation
because incomplete information usually leads to higher model checking complexity (ATL with imperfect
recall [23]) or even undecidability (ATL with perfect recall [35]). Nevertheless, the SLK extension can
handle reasonably large state spaces for certain specifications as we have seen in the dining cryptographers
scenario (see Subsection 6.4.1). Its performance can be slightly improved by using multiple threads (see
Table 6.3). However, as we discussed at the end of Subsection 6.2.3, the potential of this approach seems
to be limited because the CUDD BDD package used by MCMAS has no built-in support for concurrency.

The performance of the SL[1G] extension depends strongly on the specification. This is a direct
consequence of the high SL{1G] model checking complexity (2EXPTIME-COMPLETE with respect to the
size of the formula). As we have seen in the Nim scenario (see Subsection 6.4.4), the SL[1G] extension
performs very well on large state spaces when the formula has a fixed size (see Table 6.5). Further-
more, the optimisation technique discussed in Subsection 5.2.5 significantly improves the model checking
performance of SL[1G| conjunctions (see Table 6.4b). The relative performance of the SLK and SL[1G]
extension also depends strongly on the type of the formula (compare Tables 6.4a and 6.4b). We found
that the main bottlenecks of the SL[1G] model checking algorithms (see Figures 5.3 and 5.4) are parity
game solving and arena construction. While the former is in line with our expectations, the reason for
the latter remains unclear (see the discussion at the end of Subsection 6.4.4).

6.5 Summary

In this chapter, we discussed the existing MCMAS model checker and our two extensions for it which
implement the novel model checking algorithms for SLK and SL[1G] introduced in Chapters 4 and 5 re-
spectively. The experimental results we obtained on several scalable scenarios demonstrate the feasibility
of practical model checking and strategy synthesis for both SL fragments despite the high theoretical
complexities.

The first part of the chapter gave an overview of the existing tool and our two extensions. We started
by describing the functionality, usage, and underlying architecture of the original tool. We then explained
how each extension modified it in order to add support for the new features. We also demonstrated the
ability of the extensions to synthesise strategies for SLK and SL[1G] specifications. Furthermore, we
described an experimental parallel implementation of the SLK extension and discussed its limitations
caused by the fact that the CUDD BDD package used by MCMAS does not support concurrency.

The second part of the chapter focused on the experimental results of the extensions. We introduced
several scalable scenarios which we used to compare the performance of the original tool on CTL and ATL
with the performance of the extensions on SLK and SL{1G]. The scenarios also demonstrated the greater
expressiveness of the SL fragments (compared to CTL and ATL) as well as their relative performance,
which strongly depends on the formula to be verified. We found that although the extensions have lower
performance than the original tool on CTL and ATL, they are able to handle reasonably large state
spaces.



148 Chapter 6. Implementation




Chapter 7

Evaluation

In Chapters 4 and 5, we introduced novel model checking algorithms for Epistemic Strategy Logic
(SLK) and One-Goal Strategy Logic (SL[1G]) respectively. Furthermore, in Chapter 6, we presented two
extensions of the existing model checker MCMAS (see Subsection 2.5.2) which implement the new model
checking algorithms. In this chapter, we evaluate both the algorithms and their implementation. We
then summarise the differences between the two SL fragments.

7.1 Theory

The first part of this project involved designing novel model checking algorithms for fragments of SL
which can be implemented symbolically. We have done the following:

1. Epistemic Strategy Logic (Chapter 4). We defined a new fragment of SrL, Epistemic Strategy
Logic (SLK), on imperfect recall semantics with incomplete information. SLK is a specification
language for multi-agent systems which combines LTL temporal connectives, SL strategy operators,
and epistemic modalities. On the one hand, this combination results in a very powerful formalism
for reasoning about game-theoretic concepts as well as agents’ knowledge. On the other hand,
SLK specifications suffer from certain limitations due to memoryless strategies, as discussed in
Subsection 4.1.5.

We have defined the SLK model checking problem and proved that it is in the PSPACE complexity
class with respect to both the size of the model and the formula (see Theorem 4.1). Furthermore, we
have provided a model checking algorithm for SLK (see Subsection 4.2.2) which admits an efficient
symbolic implementation (see Subsection 4.2.4). Finally, we discussed the problem of general SLK
strategy synthesis and provided a procedure for constructing witness and counterexample strategies
(see Subsection 4.2.3).

2. One-Goal Strategy Logic (Chapter 5). We redefined the syntax and semantics of an existing
fragment of SL, One-Goal Strategy Logic (SL[1G]), on interpreted systems (see Definition 2.5).
Despite being the least expressive syntactic fragment of full SL, SL[1G] subsumes many well-
established temporal logics including those in the ATL* hierarchy while still having the same
model checking complexity as ATL*, namely 2EXPTIME-COMPLETE with respect to the size of the
specification and P-COMPLETE with respect to the size of the model.

We provided a novel procedure which reduces SL[1G] model checking to the problem of solving
a parity game (see Subsection 5.2.1). We proved its correctness and showed that it is optimal in
the sense that it achieves the lower complexity bound (see Theorem 5.2). Moreover, we provided
an efficient symbolic implementation of the procedure with the same time complexity (see Subsec-
tion 5.2.4). Finally, we have explained how it can be extended to support general strategy synthesis
for arbitrary SL[1G] formulas (see Subsection 5.2.3).

In addition, we proposed an optimisation technique for the SL[1G] model checking algorithm called
separate determinisation (see Subsection 5.2.5) and described its impact on the complexity. We
also explained how the symbolic implementation can be modified to incorporate the optimisation.
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We shall now discuss the strengths and weaknesses of our theoretical contributions.

7.1.1 Strengths

Our theoretical contributions possess the following strengths:

1. First practical SL algorithm. All algorithms for model checking SL (or its fragments) intro-
duced so far are very theoretical. They are mostly intended to serve as proofs of model checking
decidability rather than to be implemented and used in practice. In contrast, our novel SLK and
Sr[1¢] model checking algorithms were designed with implementation in mind from the very be-
ginning. Furthermore, they both admit efficient symbolic representations (see Subsections 4.2.4
and 5.2.4). In our opinion, this is the first step towards practical SL model checking,.

2. Optimal SL[1G] complexity. Not only have we designed the first practical algorithm for model
checking SL[1G], but the algorithm also has optimal SL[1G] model checking time complexity, i.e.
its running time is polynomial in the size of the model and doubly-exponential in the size of the
specification (see Subsection 5.2.2). Moreover, it is optimal for ATL* model checking as well because
ATL* has the same model checking complexity as SL[1a] (despite being strictly less expressive).
However, the algorithm does not have optimal complexity for all logics in the ATL* hierarchy (e.g.
LtL and CTL* are PSPACE-COMPLETE with respect to the size of the formula).

3. Symbolic implementation. Our model checking and strategy synthesis algorithms for both SLK
and SL[1G] can be implemented symbolically using BDDs (see Subsections 2.3.1 and 2.3.2). While
the theoretical complexity is not improved by the data structure’, BDDs generally outperform
explicit approaches in practice by several orders of magnitude (see Table 2.2). This is especially
important because of the high model checking complexity of both fragments.

4. Modularity. Our novel model checking algorithms for SLK and SL[1G] are highly modular in
the sense that individual steps can be replaced by alternative procedures with minimal impact
on the rest of the algorithm. For example, the method for translating a non-deterministic Biichi
automaton to a deterministic parity automaton (see Subsection 2.4.4) could be replaced with a
different determinisation procedure by changing only one line of the SL[1G] model checking algo-
rithm. We hope that our algorithm (or some of its parts) might serve as a basis for model checking
algorithms for other SL fragments like Disjunctive/Conjunctive-Goal Strategy Logic (SL[pG/cq],
see Section 3.2).

5. Formally correct. All concepts used in our model checking and strategy synthesis algorithms
are formally defined. Moreover, all steps of the algorithms either reuse existing techniques (e.g.
standard translation in Figure 2.6) or apply novel procedures which we proved are correct (e.g.
combined parity game equivalence in Theorem 5.1). Therefore, our solutions of the model checking
and strategy synthesis problems for SLK and SL[1G] are both sound and complete.

The main strength of our novel model checking algorithms for SLK and SL[1G] is the fact that they
can be implemented symbolically. Moreover, we proved that both algorithms are correct and that the
worst-case time complexity of our SL[1G] model checking algorithm is optimal.

7.1.2 Weaknesses

The main weakness of our theoretical contributions is the suboptimal complexity of the SLK model
checking algorithm. We have shown that the SLK model checking problem belongs to the PSPACE class
in Subsection 4.2.1. However, as we have already pointed out, the symbolic implementation of the SLK
model checking algorithm presented in Subsection 4.2.4 might use more than a polynomial amount of
space. Therefore, our SLK algorithm does not have optimal space complexity. Instead, we argued that
it has singly-exponential worst-case time complexity in both the size of the model and the formula. We
strongly believe that the space suboptimality is outweighed by the empirical efficiency of binary decision
diagrams (see point 3 in Subsection 7.1.1).

n fact, our symbolic implementation of the SLK model checking algorithm has suboptimal space complexity (see
Subsection 7.1.2).
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7.2 Implementation

The second part of our project involved implementing the novel model checking algorithms and testing
their performance. We have done the following;:

1. Implementation (Sections 6.2 and 6.3). We implemented our model checking algorithms for SLK
and SL[1G] as extensions of the existing model checker MCMAS (see Subsection 2.5.2). In both
cases, the existing ISPL syntax was extended to accommodate for the new operators and the algo-
rithm was translated to a sequence of symbolic operations on binary decision diagrams (see Subsec-
tions 2.3.1 and 2.3.2). In addition, the enhanced tool adds support for SLK witness/counterexample
strategy synthesis (see Subsection 6.2.2) and SL[1G] witness/counterexample and general strategy
synthesis (see Subsection 6.3.2).

In addition, we provided an experimental parallel implementation of the SLK model checking al-
gorithm (see Subsection 6.2.3). The separate determinisation optimisation technique (see Subsec-
tion 5.2.5) is also supported by the SL[1G] extension.

2. Experimental results (Section 6.4). We tested both extensions on several scalable real-life
scenarios and compared their performance with the performance of MCMAS on equivalent CTL
and ATL formulas (see Tables 6.3, 6.4a, and 6.5). We also demonstrated the expressiveness of the
fragments together with witness strategy synthesis (see Subsection 6.4.2). Finally, we compared the
relative performance of the two SL fragments and evaluated the impact of the proposed optimisation
techniques (experimental parallel implementation for SLK and separate determinisation for SL[1G]).

We shall now discuss the strengths and weaknesses of our implementation.

7.2.1 Strengths

Our implementation possess the following strengths:

1. First SL tool. As we have already mentioned several times, we are not aware of any existing tool
that would support SL or any of its fragments. Therefore, MCMAS (with our extensions) is the
first tool that supports SLK and SL[1G]. In our opinion, this is the biggest strength of our project
because it demonstrates that model checking and strategy synthesis for both fragments is feasible
in practice.

In fact, we are not even aware of any existing tool that would support ATL* (see Subsection 2.2.4).
Therefore, we believe that our product is the first tool to support? ATL*. Consequently, MCMAS
can now handle all logics in the ATL* hierarchy which it did not support before including LTL and
CTL* (see Subsections 2.2.1 and 2.2.3).

2. Symbolic implementation. Since our novel model checking algorithms for SLK and SL[1G] admit
efficient symbolic representations (see item 3 in Subsection 7.1.1), the extensions implement them
using operations on BDDs (see Subsections 2.3.1 and 2.3.2), which outperform explicit approaches
in practice by several orders of magnitude (see Table 2.1).

3. Modularity. Similarly to the new model checking algorithms (see item 4 in Subsection 7.1.1), our
implementation of both MCMAS extensions is highly modular. This is very good from a software
engineering perspective because our code can be easily reused or modified in the future by other
people.

4. Ease of use. Despite its wide range of functionality, MCMAS is a simple command-line tool which
is easy to use. The user only has to specify the name of the ISPL file to check and possibly pass a
command-line flag if extra functionality is required (e.g. counterexample/witness generation). Both
the input (ISPL syntax) and output of the tool is mostly self-explanatory and therefore simple to
understand.

2As we have already explained in Subsection 6.3.1, the ATL* formula needs to be rewritten to an equivalent SL[1¢]
formula first. However, this is a very straightforward translation, which could be automatised by extending the ISPL
syntax with ATL* strategy quantifiers.
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In terms of input, our extensions merely (i) add three new command-line flags (listed in MCMAS
help) and (%) naturally extend the syntax with SL strategy operators (see Table 6.2). We believe
that the format of the output is also quite easy to understand: SLK strategies are presented
directly as mappings from states to actions and SL[1G] strategies are represented as automata (see
Subsections 6.2.2 and 6.3.2).

The main strength of our solution is its novelty. We developed the first tool which supports model
checking and strategy synthesis for fragments of SL. Moreover, the underlying algorithms for both
fragments are implemented symbolically using efficient operations on BDDs.

7.2.2 Weaknesses

Our implementation has the following weaknesses:

1. Performance. The experimental results presented in Section 6.4 indicate that the biggest weak-
ness of both extensions is their relatively low performance (compared to the performance of the
original tool on CTL and ATL). This should not be surprising given the high expressiveness and
therefore high model checking complexity of both SLK and SL[1G]:

While CTL and ATL belong to the P complexity class (see Table 2.1), the SLK and SL[1G] model
checking problems are PSPACE® and 2EXPTIME-COMPLETE respectively with respect the size of
the specification. For this reason, the tool cannot handle large SLK and SL[1G] formulas in gen-
eral. Nevertheless, the performance of the extensions can be highly optimised for certain types of
formulas: We implemented an optimisation technique for SL[1G] model checking called separate
determinisation that speeds up the model checking of conjunctions of LTL formulas, which occur
often in practice (see Subsection 5.2.5). As we can see in Table 6.4b, the technique significantly re-
duces both model checking time and memory usage and thereby increases the size of the state space
that the extension can handle. Other possible optimisation techniques are discussed in Section 8.2.

Although our SLK model checking algorithm has exponentially lower time complexity with respect
to the size of the formula than the one for SL[1G], it appears to be less feasible in practice. The
time complexity of the model checking algorithm with respect to the size of the model is much
more important because specifications are usually reasonably concise even for large state spaces.
This turns out to be the main problem of our SLK model checking algorithm, which cannot handle
large state spaces because it runs in (worst-case) exponential time in the size of the model (unlike
the algorithms for CTL, ATL, and SL[1G]). This problem manifested itself in the Nim game (see
Subsection 6.4.4), where the SLK performance was several orders of magnitude worse than that
of both ATL and SL[1G]. Unfortunately, it appears that this is an unavoidable consequence of
imperfect recall semantics (rather than a shortcoming of our algorithm).

2. Limited testing. As we have discussed in Subsection 6.1.3, the source code of MCMAS has a
very bad design from a software engineering perspective (e.g. it has no tests whatsoever). While
we tried to apply object-oriented programming principles during the development of the extensions
(e.g. we used class hierarchy to represent different types of w-automata as shown in Figure 6.3), we
had to reuse some existing patterns in order to avoid “reinventing the wheel”. In particular, our
code relies on global structures storing the BDD parameters, which makes it extremely difficult to
write unit tests for individual procedures.

We have partially mitigated this issue by developing a framework for system testing of MCMAS
and creating a test suite with several pairs of sample input and output files instead. Both model
checking and strategy synthesis (for the new SL fragments) were tested by the framework. However,
we think that unit tests for all MCMAS functions (not only our extensions) should be written if
the tool is ever redesigned in the future and the dependency on global variables is reduced.

Overall, the main weakness of the implementation is its low performance, which is not surprising given
the novelty of the algorithms and the high complexity of SLK and SL[1G] model checking. This issue can
be mitigated to a large extent by applying optimisation techniques for various types of specifications.
The development of such techniques is one of the most promising future directions of this project (see
Section 8.2).

3As we have explained in Subsection 4.2.1, we conjecture that the SLK model checking problem is also PSPACE-HARD.
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7.3 Fragment Comparison

Throughout this project, we were developing model checking frameworks for two fragments of SL in
parallel. Our choice of the fragments, namely SLK and SL[1G], was explained in Chapter 3. The relevant
theory and our novel model checking algorithms for both logics were presented in Chapters 4 and 5
respectively. The implementations of the algorithms in the form of MCMAS extensions were discussed
in Sections 6.2 and 6.3 respectively. Finally, the experimental results of both extensions were provided
in Section 6.4:

SLK SL[1a]
Fragment selection Chapter 3
Theory Section 4.1  Section 5.1
Model checking Section 4.2 Section 5.2
Implementation Section 6.2  Section 6.3
Experimental results Section 6.4

We shall now summarise the differences and similarities between the two fragments as well as the corre-
sponding model checking algorithms, implementations, and experimental results:

1. Syntax. Both fragments use SL strategy operators ({x)), [z], (¢,x) with € Var and i € Agt,
see Definition 2.19) and LTL temporal operators (X, F, G, U, see 2.7). While there are no restric-
tions? on the structure of SLK formulas (e.g. an agent can be bound to a different strategy while
the strategies of the other agents remain the same, see Definition 4.1), SL[1G] quantification and
binding prefixes must be coupled together (i.e. all agents are always bound to newly quantified
strategies simultaneously, see Definition 5.2). Furthermore, SLK adds support for epistemic modal-
ities expressing agents knowledge (K; E4, D4, C4 with i € Agt and A C Agt, see Subsection 2.2.6),
which SL[1G] does not support because its semantics is defined with respect to complete infor-
mation. Therefore, all SL[1G] formulas are also SLK formulas (but not the other way round), i.e.
SL[1G] C SLK.

2. Semantics. We defined the semantics of both fragments on interpreted systems (see Defini-
tion 2.5). SLK uses imperfect recall semantics with incomplete information (i.e. agents have no
memory of the past and do not have complete knowledge of the system, see Definition 4.3), whereas
SL[1G] uses perfect recall semantics with complete information (i.e. agents remember the whole
history and have complete knowledge of the system, see Definition 2.29). As we explained in
Chapter 3, we considered these two semantics because perfect recall semantics with incomplete
information—which we would have ideally used instead—leads to an undecidable model checking
problem.

3. Strategies. A key concept of both fragments are strategies which map possible configurations of
the system to actions. The types of strategies that both fragments use are closely connected to
their semantics (item 2):

SLK uses uniform shared memoryless strategies (see Definition 4.2), which map shared local states
(of a group of agents A C Agt) to actions, i.e. fa : G/~§ — Acta. SLK strategies are non-
behavioural, i.e. the next action of an agent in one state might depend on the actions of other
agents in counterfactual evolutions of the system (see Subsection 4.1.5).

SL[1G] uses shared memoryful strategies (see Definition 2.21), which map non-empty finite se-
quences of global states (tracks) to actions, i.e. f4 : Trk — Acts. Unlike SLK strategies, SL[1G]
strategies are generally mot uniform because a single local state history of an agent might be
mapped to two different actions. However, SL[1G] strategies are behavioural (see Subsection 5.2.1).

4. Expressiveness. Both fragments can express the ability of agents to enforce temporal properties
of the system by means of shared interdependent strategies (e.g. “For all strategies of agent a, there
exists a shared strategy for agents b and c, such that for all strategies ...”). Therefore, SLK and
SL[1c] are more expressive® than ATL* with imperfect and perfect recall respectively, which only

4As long as the formulas are sentences (see Definition 2.20).

5Recall that there is a subtle difference between SLK and ATL* semantics in the way they handle universally quantified
agents (see Subsection 4.2.1). Therefore, strictly speaking, SLK does not subsume ATL* with imperfect recall. However,
SL[1q] still strictly subsumes ATL* with perfect recall (despite the difference).
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Logic Complexity w.r.t. || | Complexity w.r.t. |Z|
. ATL* PSPACE-COMPLETE PSPACE-COMPLETE
imperfect recall
SLK PSpPACE PSprAcCE
ATL* | 2EXPTIME-COMPLETE P-COMPLETE
perfect recall
SL[1c] | 2EXPTIME-COMPLETE P-COMPLETE

Table 7.1: Model checking problem complexity of ATL*, SLK (see Theorem 4.1), and SL[1G] with respect
to the size of the model |Z| and the formula || [23,72]. We conjecture that SLK is PSPACE-COMPLETE
with respect to both the size of the model and the formula (see Subsection 4.2.1).

refer to individual independent strategies (e.g. “There exists a strategy for agent d, such that no
matter what the other agents do, ... ”). This difference is due to the fact that SL handles strategies
explicity via quantifiers, whereas ATL* strategies are only implicit.

Since SLK syntax is not restricted and supports epistemic modalities, SLK is more expressive® than
SL[1G]: As we have seen in the dining cryptographers and scheduler scenarios (see Subsections 6.4.1
and 6.4.3), SLK can express agents’ knowledge and game-theoretic concepts like Nash equilibria.
We explained that neither of these properties can be expressed in SL[1G].

5. Model checking problem complexity. The theoretical model checking problem complexity of
both SLK and SL[1q] as well as ATL* is shown in Table 7.1. We can see that the SL fragments
have the same worst-case complexities as their ATL* counterparts despite being more expressive.
Moreover, SL[1G] has exactly the same model checking complexity as ATL* with perfect recall,
which it strictly subsumes. As we have explained in Subsection 4.2.1, we conjecture that SLK has
the same model checking complexity as its ATL* counterpart as well.

Both SL fragments have high model checking complexities, which have a negative impact on the
performance of our extensions (see Section 6.4).

6. Model checking algorithm complexity. The worst-case time complexity of our SL[1G] model
checking algorithm is optimal in the sense that it achieves the lower bounds on the problem com-
plexity, i.e. doubly-exponential in the size of the formula and polynomial in the size of the model

(see Theorems 5.2 and 5.4):
200D

IZ|
Slightly tighter bounds for the unoptimised and optimised SL[1G] algorithm are provided in Sub-
sections 5.2.2 and 5.2.5 respectively. Moreover, we argued that the the algorithm is also optimal
for ATL* (see item 2 in Subsection 7.1.1).

The worst-case time complexity of our SLK algorithm is exponential in both the size of the model

and the formula (see Theorem 4.3):
20(IZIxel)

While we are uncertain whether a sub-exponential time complexity can be achieved (in which case
the time complexity of our algorithm would be suboptimal), we know that the space complexity
of our algorithm is suboptimal because the problem belongs to the PSPACE complexity class (see
Theorem 4.1), but our algorithm may use more than a polynomial amount of space (see Subsec-
tion 4.2.4).

7. Optimisation techniques. We have designed optimisation techniques for both SL fragments in
order to improve the performance of the algorithms and extensions:

We developed an experimental parallel implementation of our SLK extension which uses multiple
threads to enumerate the local states of an agent (see Subsection 6.2.3). Although it does have
an impact on SLK performance (two threads reduced model checking time by roughly 16% in the
dining cryptographers scenario, see Table 6.3 and Figure 6.4), it is not very scalable because the
CUDD BDD package used by MCMAS has no built-in support for concurrency.

6This does not mean that SLK subsumes SL[1G]. Recall that there is a fundamental difference between the semantics of
the fragments: SLK is defined with respect to memoryless strategies, whereas SL[1G] is defined with respect to memoryful
strategies.
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We proposed an optimisation technique for the SL[1G] model checking algorithm called separate
determinisation (see Subsection 5.2.5), which improves the performance of the algorithm on SL{1G]
principal sentences containing conjunctions of LTL formulas, i.e. SL[1G] sentences of the form
b /\;;1 ;. Our experimental results indicate that the optimisation has a major impact on model
checking time and memory: It reduced the time to verify an SL[1G] formula with 5 conjuncts on a
model with 1.56 x 10* states almost 5 times and increased the state space that the SL[1G] extension
can handle (see Table 6.4b). Moreover, the positive effect of the optimisation appears to increase
with the number of conjuncts.

8. Strategy synthesis. Both extensions support witness/counterexample strategy synthesis for for-
mulas of the form (zo) - {@m—1)® and Jyo] - - [yn—1]]¢ (see Subsections 6.2.1 and 6.3.1). In
addition, the SL[1G] extension supports general strategy synthesis for arbitrary SL[1G] sentences,
which is demonstrated in Subsection 6.3.2. This functionality is not provided by the SLK exten-
sion because SLK strategies are non-behavioural, which makes general strategy synthesis extremely
difficult as explained in Subsection 4.2.3.

9. Command-line flags. Both extensions reuse the existing -c FORMAT flag for enabling wit-
ness/counterexample strategy synthesis (see Subsections 6.2.2 and 6.3.2). Note that the exten-
sions ignore the FORMAT parameter, which takes values 1-3. In addition, they introduce extra
command-line flags specific to their functionality:

The SLK extension adds the -t DEPTH flag which enables thread branching of the experimental
parallel implementation (with a given depth).

The SL[1G] extension adds the -solutions and -sd SWITCH flags which enable general strategy
synthesis and toggle separate determinisation respectively (the SWITCH parameter can take values
0 and 1).

10. Performance. The performance of both extensions is relatively low compared to that of MCMAS
on CTL and ATL (see item 1 in Subsection 7.2.2). This is not surprising given the high model
checking complexities of the two SL fragments. We found that their performance depends on
different factors: SLK performance depends mainly on the size of the state space and the amount
of information available to the agents, whereas SL[1G] performance depends on the size and shape of
the formula. These correlations are in line with the theoretical complexities of our model checking
algorithms.

We can see that all the differences listed above stem from the different semantics used by the two
fragments (item 2).

7.4 Summary

In this chapter, we evaluated both the theoretical and implementational contributions of our project.
We first summarised our contributions in both areas and then discussed their strengths and weaknesses.
The main strength of our solution is its novelty both on the theoretical and practical side as we have
designed and implemented the first practical model checking algorithms for fragments of SL. The main
weakness, which is low performance, can be overcome to a large extent by using various optimisation
techniques. The impact of separate determinisation on SL[1G] model checking performance shows that
the development of such techniques is one of the most promising future directions of this project (see
Section 8.2).

We also provided a comprehensive comparison of SLK and SL[1G], both of which played a central
role in our project. We found that all of the differences between the two fragments, the corresponding
algorithms, and their implementations stem from their different semantics (SLK has imperfect recall with
incomplete information, whereas SL[1G] has perfect recall with complete information).
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Chapter 8

Conclusions

We tackled the problem of verifying Strategy Logic (SL) specifications. To do this, we designed the first
practical model checking algorithms for two fragments of SL and implemented them as extensions of the
existing MCMAS model checker. Our experimental results demonstrate that SL specifications, which
can express various game-theoretic concepts including Nash equilibria, can be used in practice to verify
and synthesise agents’ behaviour. We have thereby made the first step towards bridging the gap between
game-theory and practical model checking.

8.1 Summary of Work

To conclude the report, we summarise the work we have done and comment on whether we have met our
objectives. The main goal of our project was to develop a model checker for SL. In order to achieve this
goal, we first had to identify fragments of SL that are suitable for model checking. We found that the main
obstacles to our goal were the undecidability of perfect recall semantics under incomplete information
and the high model checking complexity of full SL. We addressed these obstacles by identifying two
fragments of SL with desirable properties.

We first put forward a novel fragment of SL called Epistemic Strategy Logic (SLK), which is defined
on imperfect recall semantics with incomplete information and adds support for epistemic modalities
expressing agents’ knowledge. We discussed its increased expressiveness due to the combination of
strategic, temporal, and epistemic operators as well as its limitations caused by memoryless strategies.
We proved that the model checking problem for SLK is PSPACE in both the size of the model and the
formula. Finally, we designed an exponential-time model checking algorithm for SLK which we showed
is correct, can be used to synthesise witness strategies, and admits an efficient symbolic implementation.

We then considered an existing fragment of SL called One-Goal Strategy Logic (SL[1G]), which is
defined on perfect recall semantics with complete information. Although it is strictly more expressive than
all logics in the ATL* hierarchy, it the same model checking complexity. We designed the first practical
model checking algorithm for Sr[1G] by reducing the problem to solving a two-player parity game. We
proved that procedure is correct and has optimal worst-case time complexity. Furthermore, we explained
how it can be used for general strategy synthesis and provided an efficient symbolic implementation. We
also provided an optimisation technique for the class of SL[1G] formulas containing conjunctions of LTL
formulas, which often occur in practice.

We implemented our novel model checking algorithms for both SLK and SL[1G] as extensions for
the existing model checker MCMAS. We have thus developed the first model checker for fragments
of SL and thereby achieved our main goal. The functionality of the extended tool includes witness
strategy synthesis for both fragments and general strategy synthesis for SL[1G]. We also implemented
the optimisation technique for SL[1G] as well as an experimental parallel implementation of the SLK
model checking algorithm. Our experimental results demonstrate that the use of the fragments for
verification and strategy synthesis is feasible in practice despite their high model checking complexities.
Given the novelty of our solution and the promising results, we deem our project successful.
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8.2

Future Work

Although we have achieved all our objectives outlined in Section 1.1 and implemented the first model
checker for (a subset of) SL, the journey to practical SL model checking is nowhere near its end. The
main obstacle, which needs to be overcome, remains the low performance of both fragments on large
models. Possible future directions of this project include:

Automaton minimisation. Both the standard translation (see Subsection 2.4.3) and the deter-
minisation procedure (see Subsection 2.4.4), which we use in the SL[1G] model checking algorithm
(see Figure 5.3), generate automata which are not necessarily minimal. One way to improve
SL[1G] model checking performance is therefore to always minimise intermediate automata be-
fore performing the next step of the algorithm. A wide range of techniques for minimising both
non-deterministic and deterministic automata which can be implemented symbolically have been
presented in [77].

Determinisation of specific formula classes. An alternative approach for reducing the size
of intermediate automata generated by the SL[1G] model checking algorithm is to use different
determinisation procedures (such as subset and breakpoint construction) for specific classes of LTL
formulas (e.g. safety conditions). The feasibility of this approach has been demonstrated in [77].

Better parity game algorithm. Our SL[1G] model checking procedure currently uses a very
simple exponential-time algorithm for solving parity games. A wide variety of other more efficient
algorithms, which we could use instead, are discussed in [79]. We expect that such a modification
would have a significant impact on SL[1G] model checking performance since parity game solving
is one of the main bottlenecks of the procedure (see Subsection 6.4.5). Likewise, more efficient
algorithms for solving generalised parity games, which we use in our optimised SL[1G] model
checking algorithm (see Subsection 5.2.5), have been proposed [28].

Alternative verification techniques. In this project we focused purely on symbolic model
checking using BDDs. However, there are many other verification techniques (see Table 2.2), some
of which can handle much larger state spaces than BDDs. It is possible that a more efficient model
checker for SLK, SL[1G], or a different SL fragment could be based on one of them. In our opinion,
the most likely candidate is bounded model checking, which is used by some existing tools (e.g.
NuSMV, see Subsection 2.5.4) for LTL model checking.

Alternative BDD packages. As we have explained in Subsection 6.2.3, the main obstacle to
improving SLK model checking performance through parallelism is the fact that the CUDD BDD
package used by MCMAS has no built-in support for concurrency. There are two possible solutions
to this problem: We could either modify the package, or replace it with a different one that supports
parallelism (e.g. the BDDNOW package [71]).

Other SL fragments. The next step in terms of augmenting the functionality of our extensions is
to add support for other more expressive fragments of SL (see Section 3.2). The most likely candi-
date is the Disjunctive/Conjunctive-Goal Strategy Logic (SL[DG/cG]), which admits behavioural
strategies and still has 2EXPTIME-COMPLETE model checking complexity despite being strictly
more expressive than SL[1G]. Given the similar properties of the two fragments, we hope that
support for SL[DG/CG] could be added by modifying our SL[1G] model checking algorithm. On the
other hand, the high model checking complexity and non-behavioural semantics of the other SL
fragments (SL[BG| and SL[NG]) might turn out to be a too big obstacle to practical model checking.
Even if that is not the case, we expect the corresponding model checking algorithms to be very
different from the one we proposed here for SL[1aG].

Incomplete information. While perfect recall semantics with incomplete information is undecid-
able in general (see Chapter 3), there exist special settings in which the problem becomes decidable.
One example is the class of two-player parity games with imperfect information, in which the first
player has incomplete knowledge of the game, whereas the second player has complete knowledge.
An algorithm for solving such games together with a symbolic implementation was proposed in [21].
Recall that our model checking algorithm for SL[1G] constructs a parity game where the first player
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represents the existentially quantified strategy variables (see Subsection 5.2.1). Hence, we could
use alternative SL[1G] semantics where the agents bound to the existentially quantified strategy
variables in a formula have (the same) incomplete information and verify the formula by reducing
the problem to solving a parity game with imperfect recall.

e Improve support for subsumed logics. Although SL[1G] subsumes all logics in the ATL*
hierarchy, our SL[1G] extension does not have direct support for them, i.e. an ATL* formula must
be translated (by the user) to an equivalent SL[1G] formula before it can be verified. Extending
ISPL syntax (see Subsection 6.1.2) with ATL* formulas should be rather easy and it would greatly
enhance the usability of the extension. Moreover, given that we have already implemented the
procedures for translating LTL formulas to equivalent non-deterministic Biichi automata, it should
not be too difficult to add support for efficient LTL and CTL* model checking as well.
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Appendix A

Toy Model ISPL Code

We provide here an ISPL description of the toy model introduced in Section 3.3.
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34
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Agent Environment
Obsvars:
state : {game, plwin, p2win};
end Obsvars
Actions = {idle};
Protocol:
Other : {idle};
end Protocol
Evolution:
state = plwin if state = game and

(Playerl.Action = rock and Player2.Action = scissors or
Playerl.Action = paper and Player2.Action = rock or
Playerl.Action = scissors and Player2.Action = paper);

state = p2win if state = game and

(Player2.Action = rock and Playerl.Action = scissors or
Player2.Action = paper and Playerl.Action = rock or
Player2.Action = scissors and Playerl.Action = paper);

end Evolution
end Agent

Agent Playerl
Vars:
end Vars
Actions = {rock, paper, scissors, idle};
Protocol:
Environment.state = game: {rock, paper,
Other: {idle};
end Protocol
Evolution:
end Evolution
end Agent

Agent Player2
Vars:
end Vars
Actions = {rock, paper, scissors, idle};
Protocol:
Environment.state = game: {rock, paper,
Other: {idlel};

scissors};

scissors};
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end Protocol

Evolution:

end Evolution
end Agent

Evaluation
pl if Environment.state = plwin;
p2 if Environment.state = p2win;
end Evaluation

InitStates
Environment.state = game;
end InitStates

Groups
g = {Playerl, Player2};

end Groups

Formulae

-- Existing Tool (examples/toy_model_existing.ispl)

EF pi1;
<g>G ! (pl or p2);

-- SLK Extension (examples/toy_model_slk.ispl)

<<e>> (Environment, e) <<x>> (Playerl, x) <<y>> (Player2, y) G !(pl or p2);

-- SL[1G] Extension (examples/toy_model_sllg.ispl, examples/toy_model_sllg2.ispl)
#PR <<e>> (Environment, e) <<x>> (Playerl, x) <<y>> (Player2, y) G !(pl or p2);
#PR [[e]] (Environment, e) [[x]] (Playerl, x) <<y>> (Player2, y) G !(pl or p2);

end Formulae
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