
A T h e o r e m  o n  B o o l e a n  M a t r i c e s *  

~TEPHEN WARSHALL'~ 

Comptger A ssociales, Inc., Woburn, Massachusetts 

Given two boolean matrices A arid B, we define the boolean product  A A B 
as tha t  matr ix  whose (i, j ) t h  en t ry  is vk(a~/, A bki). 

We define tile boolean sum A V B as t ha t  matr ix  whose (i, j ) t h  en t ry  is 

a ij V b~j. 
The use of boolean matrices to represent program topology (Presser  [1], and 

Mar imon t  [2], t'or example) has  led to interest  in algorithms for t ransforming 
the d × d boolean matr ix  M to the d × d boolean matr ix  M '  given by: 

d 
M '  = v M s where we d e f i n e M  ~ = M a n d M  ~+I = M ~ A M .  

4=1 

ne convenience of describing the t ransformation as a boolean sum of boolean 
products  has apparen t ly  l suggested the corresponding algorithms, the running 
t imes of which increase- -o ther  things being equa l - -a s  the cube of d. While 
refraining f rom comment  on the area of uti l i ty of such matrices,  we prove the 
val idi ty  of an algori thm whose running t ime goes up slightly faster  than  the  

square of d. 
T,~EoeE~z. Given a square (d × d) matrix M each of whose elements m~5 is 0 

or 1. Define M '  by m,{~ = 1 i f  and only i f  either m i i =  1 or there exist integers 
k~, . . .  , k,~ such that ';'n~ = m ~  . . . . .  m k , _ ~  = m~i  = 1; re'o" --- O, 
otherwise. ~ Define M* by the following construction: '~ 

O. S e t M *  = M. 

1. Set i = 1. 

2. (Va3 :my* = 1) (V£)  set. rnj* = m i k  V mik.  

3. I n c r e m e n t  i by  1. 

4. I f  i =< d, go to step 2; otherwise, stop. 

We assert M* = M' .  
PROOF. Trivially,  m~*j = 1 ~ m~i = 1. For,  either m~s was uni ty  initially 

(m,4j = J ) - - i n  which case m~i is surely u n i t y - - o r  m~*- was set to uni ty  in step 
two. T h a t  is, there  were, at  the L0th application of step two, m~L0 = m~0~" = 1. 

* Received Septemher, 1960; revised February, 1961. 
¢ This work was performed by the author at Technical Operations, Inc., under Depart- 

ment of the Air Force Contract AF 33(600)-35190. 
1 Presser, op. cir. In his definition of Boolean sum and product, Presser uses " V "  for 

product and "/k"  for sum. This is apparently a typographicM error, for his subsequent 
usage is consistent with ours. 

This definition of M' is trivially equivalent to the previous one. 
a This definition by construction is equivalent to the recursive definition: 0. (mo)~ = 

mij ; 1. (moO,+, = (mo')~ V ((m¢,~+0~ A (m,+,.~')~); 2. m**~" = (mei)d • 
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Each of these, similarly, ei ther came directly f rom M or f rom a previous applica- 
tion of step two. Since there are exactly d applications of step two, this proce- 
dure is finite and leads to m* * * * * . i L  A ~ ~ ' ~ L A L A _ _ I  ~ • . .  ~ _  ~ L 2 L 1  = ~ ' ~ L 1 L o  : ~LoR1 
. . . .  m ~ y  = 1, where all the corresponding entries in M were unity.  This is 
exactly the sequence required in the definition of M '  ( to within redundant  
elements which m a y  simply be struck out)  to imply  tha t  m:y = 1. 

We have yet  to prove tha t  m'iy = 1 ~ m~* = 1. Assume this is false. Then 
there is a sequence of integers i ~ ]c~ ~ k2 ~ . . -  ~ k,~ ~ j such tha t  m ~  = 
mk~k.2 ". =mk~y 1, b u t m ~ * = 0 .  L e t L  = ~x 1 (1 < x < ~ n )  a n d m *  =1~.  
Let  ), be the largest element of L. Surely * m~k~ mus t  have  been changed f rom 
zero to uni ty  by  an application of step two (for if rn~kx = 1, since mkxkx+~ = 1, 
m~kx+, = 1 by  the kxth step 2, which would contradict  the definition of X), the 
7th,  say. This  - / m u s t  be less than  kx ; for immediate ly  after  the ]cxth i teration 

• -~ * is set to one of step two, (Vp)mpkx = 1 ~ m*kx+~ 1. Any P0 such tha t  mp0k x 
after this will result f rom the p~th i teration of step two when mp~x = m~0p~ 1 

, 
leads to mv0kx 1. But  if ~r* * = ~p~kx = 1 at  this time, then either mp~kx = 1 at  the 
t ime of the kxth i teration (in which case m* ~kx+, 1 also), or m* ---- ~kx is set tO 
one at the p2th iteration where kx < p2 < pl • We thus generate a finite ordered 

set p~ > p2 > -" > p~ > ~x,where m* ~q~x = 1 at the time of the hxth iteration, 
whence m~q~x+~ -- i immediately after that iteration. Then the sequence of 

iterations designated by the p's will surely result in m.~0~x+ ~* = 1 after the p~th 
iteration. Since p0 was an arbitrary element, this is true if, in particular, po -- i. 
Thus, if 7 => kx, .m~x+~ = I, a contradiction. 

But if ~/ < hx then m~ * , = m~x~+ ~ -- 1 before the kxth iteration, whence 
m~x+~* = 1 af ter  tha t  i teration of step two, a contradiction. Therefore,  the as- 
sertion is true.  Q.E.D. 
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