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Abstract

Among objects, human faces might be special. The processing underlying the categorization
of human faces and animals was compared in two experiments using upright and inverted natural
scenes. Humans and animals were 7rst presented in the full range of scales (from close-up to far
views); stimuli were then restricted to face close-ups. Data showed (1) virtually no advantage
for faces over animals; (2) very little impairment with inversion; and (3) greater sensitivity of
faces to inversion. These results support a single object processing system in which evidence
accumulates quickly to categorize objects, without requiring a face module or mental rotation
mechanisms.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Among objects, the status of human faces might be very special. Growing evidence
suggests that the processing of faces relies on a speci7c “module” distinct from the
neuronal network underlying the visual processing of other objects [6]. Faces would be
processed faster than any other object and brain activation linked to face categorization
has been reported as early as 50–80 ms after stimulus onset [4,7], although brain
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activation speci7c to human faces is usually reported later, in the 120–200 ms latency
range [1,5]. Moreover, because visual processing is more disrupted for faces than for
other objects when presented upside down, face con7guration might play an essential
role in rapid face recognition [1]. The temporal processing cost associated with inverted
faces could also be linked to mental rotation mechanisms [14]. The speci7city of face
processing is also observed on associated event related potentials (ERP). A negative
potential peaking at around 150–170 ms over lateral occipito-temporal electrodes (the
N170) appears very sensitive to human faces and to face inversion [1,5,10]. Some
authors have suggested that it reLects the structural encoding of faces before recognition
takes place [2] and that the inversion e@ect on the N170 shows the processing disruption
of the spatial relationships between face components.

The potential existence of a separate module for face processing is a very impor-
tant question in terms of computational models of visual perception. However, the
idea of a face module is now questioned as another alternative explanation based on
a biased distribution of selective neurons can account for fMRI experimental results
[8]. Furthermore, the visual processing of other classes of objects can be also ex-
tremely fast. Indeed, in the context of natural scenes, categorization of biological and
non-biological classes of objects such as animals and means of transport have been
shown to induce speci7c brain cerebral activity that is related to categorization at
about 150 ms after stimulus onset [16,19]. A processing speed that relies on highly
optimized mechanisms [3] and that already sets a strong temporal constraint over the
processing of visual information [17] and the underlying neuronal codes [20]. But the
comparison with face processing is diMcult as the vast majority of the studies ad-
dressing this question has been conducted with well-centered isolated faces of about
the same size, same view angle and presented over a homogenous background. Thus,
the results obtained in such conditions might reLect the very high homogeneity of the
stimuli when compared to other object categories and may not apply in real world
situations.

To address this question we ran two di@erent experiments using natural scenes as
stimuli to compare the processing speed of faces and animals in a fast categoriza-
tion task. The strength of the inversion e@ect was evaluated by using upright and
inverted natural scenes for both object classes. In the 7rst experiment (Exp1), the nat-
ural scenes contained humans (and thus human faces) and animals in the full range of
scales from close-ups to far views, presenting one or more targets in any location of
the photographs. In the second experiment (Exp2), targets were restricted to close-ups
of human face(s) and animal face(s) but still in the context of a natural scene. Ac-
curacy, reaction times (RT) and associated brain activity were recorded during task
performance. For detailed data see [11,12].

2. Material and methods

In both experiments, 24 subjects were tested on blocks of 96 stimuli (48 targets and
48 non-targets). They had to process humans as a target in half of the blocks and
animals as a target in the other half; 16 blocks (1536 stimuli) were used in Exp1 and
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Fig. 1. Natural scenes with face close-ups used in Exp2. Targets were either human faces or animal faces.
When performing a given task (i.e. human faces) the distractors included neutral photographs that did not
contain a real face, and faces from the non-target category (i.e. animal faces).

8 (768 stimuli) in Exp2. All stimuli were natural scenes chosen to be as varied as
possible (Fig. 1) and taken from a vast CD ROM database allowing access to several
thousand stimuli. Images sustained about 20◦×14◦ of visual angle (768×512 pixels) on
a screen positioned at 1 m from the subject. They were Lashed for only 20 ms in order
to avoid eye movements. The 48 non-targets of a series included 24 neutral stimuli
that were used in both tasks (landscape, urban scenes, buildings, tools, Lowers, fruits,
vegetables, plants and some tricky distractors such as dolls, statues or paintings, etc.)
and 24 stimuli that belonged to the other class of objects (animals in the human task
and humans in the animal task). To study the inversion e@ect any subset of stimuli was
presented 50% in the upright position and 50% upside down. The 96 stimuli of a given
block (targets and non-targets, upright and inverted stimuli) were mixed randomly. All
stimuli were seen only once by a given subject in one orientation (upright or inverted)
and with one status (target or non-target). All conditions were counterbalanced across
subjects.

Subjects performed a go/no-go visual categorization task. They pressed a button
to start the series and released it as fast as possible when the image contained an
object of the target category (animal or human) that had been assigned through verbal
instructions.

In order to analyze the N170 ERP component linked to the various stimuli used
in our tasks, brain electrical activity was recorded from 32 electrodes mounted in
an elastic cap in accordance with the 10–20 system (Oxford Instruments) using a
SynAmps ampli7er system (Neuroscan Inc.). Signals were digitized at a sampling rate
of 1000 Hz and low-pass 7ltered at 100 Hz. Potentials were referenced on-line to the
Cz electrode and averaged-referenced o@-line. Two artifact rejections were applied
to reject trials with eye movements and trials with excessive activity in the alpha
range. ERP were computed separately for correct target trials and correct non-target
trials.
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3. Results

Both experiments revealed the remarkable object processing eMciency of our visual
system and virtually no advantage for human faces over animals.

3.1. Accuracy and speed of performance

Accuracy scores were very similar for human and animal targets. This was true
in both experiments with upright stimuli, (96.4% vs. 96.3% and 97.7% vs. 97.9%,
respectively in Exp1 and Exp2) and with inverted stimuli (94.7% vs. 94.8% and 97.2%
vs. 96.9%).

These accuracy scores are very high since subjects had to categorize successive
stimuli with no a priori information concerning the type (target or non-target) and the
orientation (upright or inverted) of the photograph that was going to be Lashed for
only 20 ms! The inversion e@ect was indeed very limited as the very weak decrease
(¡ 2%) seen in Exp1 was even smaller in Exp2 where it only reached signi7cance for
animal faces (1%).

Regarding the speed of processing, the results showed that subjects were not only
very accurate but also very fast, regardless of whether the stimuli were shown upright
or upside down.

The analysis of mean RT and RT distributions demonstrated that the processing of
upright human faces and animals was done at the same speed when targets were shown
at di@erent scales (Exp1: 382 ms in both cases). With face close-ups, a non-signi7cant
10 ms speed advantage was seen for human faces relatively to animal faces (Exp2:
382 ms vs. 392 ms) (Fig. 2, top row A).

Another index of processing speed is the minimal processing time. As targets and
non-targets were equally probable, this value is computed as the latency from which on
go-responses are always statistically biased in favor of correct go-responses. Minimal
processing time was found at 260 ms for upright and inverted humans and for animals
in Exp1. With close-ups of faces in Exp2 the minimal processing time was again found
at 260 ms with upright human faces, but was increased by 10 ms (270 ms) with animal
faces whether upright or inverted and by 20 ms (280 ms) with inverted human faces.

Thus, in the fast go/no-go categorization task used in our studies, the processing of
upright human faces appears to have very little advantage (if any) over the processing
of animals. Close-ups of human faces might be computed 10 ms faster than animal
faces (Fig. 2, top row A), but the extreme similarity of human faces compared with
the large variability of animal faces might account for this result.

The second important result concerns the slight inversion e@ect on accuracy and
processing speed in the categorization tasks. Rather surprisingly, performance appears
almost una@ected when stimuli are presented upside-down. The maximal accuracy im-
pairment was seen in Exp1 that used a large range of target scales but even there,
the impairment in accuracy was below 2% for both types of targets. Concerning the
inversion e@ect on processing speed, a signi7cant increase of mean RT was found
for all kind of targets and was always more pronounced for humans than for animals
(23 ms vs. 13 ms in Exp1; 14 ms vs. 10 ms in Exp2). However, as illustrated by the
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Fig. 2. Behavioral and EEG results with face close-ups used in Exp2. Top row shows the RT distributions
(10 ms bins) of all go responses whether correct (hits) or incorrect (false alarm FA) in the various task
conditions. Bottom row shows the grand-average ERP on electrode T6 to illustrate the e@ects observed on the
N170. (A): Comparison of data obtained on human and animal faces when shown upright. (B): Comparison
of data obtained on animal faces when seen upright or inverted. (C): Comparison of data obtained on human
faces when seen upright or inverted.

overlap of the RT distributions shown in the top row of Fig. 2 (B, C), this increase
in processing speed was very limited.

3.2. Brain activity: associated N170

A large N170 was observed in response to both kinds of faces in Exp2. Its amplitude
was much larger than the one recorded with human or animal pictures in Exp1 or
with other varied control natural scenes used as non-targets in both experiments. This
7nding con7rms the sensitivity of the N170 to facial features. In the present paper
we will focus on the modulation of the N170 in Exp2. One of the main questions
addressed in this experiment concerned the sensitivity of the N170 to human and animal
facial characteristics (Fig. 2, bottom row). For both targets, there was a non-signi7cant
tendency for a higher N170 peak amplitude with animal faces and the peak latency
was signi7cantly 6 ms shorter for human faces compared to animal faces.

The N170 recorded on inverted target trials showed two main e@ects. The N170
peak amplitude was enhanced only with inverted human faces and was delayed for
both human and animal faces. This peak latency increase was more pronounced for
human faces (6 ms) than for animal faces (3 ms). Thus, although behavioral di@erences
between upside-down human and animal faces were very limited, the pattern of N170
inversion e@ects was clearly speci7c to human faces.
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Finally, we addressed the question of the e@ect of task status on the N170. In both
experiments, when subjects performed a given task (e.g. human faces), half of the
non-target images were photographs used as targets in the other categorization task
(e.g. animal faces). We were thus able to compare the N170 elicited by human and
animal faces when processed as target or as non-target. Our analyses did not reveal
any signi7cant di@erence related to task status at the level of the N170 and all results
reported above with human and animal targets were also seen when photographs were
processed as non-targets.

4. Discussion

The high accuracy and speed of the human subjects in the two tasks are impres-
sive and show how sophisticated fast mechanisms can be in the ventral pathway of
the human brain, even when targets and non-targets shared global features as in the
case of animal and human face close-ups. The high accuracy level reached in both
experiments might be explained by the fact that faces constitute a very special ob-
ject class, processed di@erently by our visual system, with no interference with other
object categories. Despite this speci7city, we found no clear evidence in favor of
a computational advantage for human faces that would make them easier or faster
to detect; thus our results argue against a hardwired face mechanism that would be
more eMcient than other non-face object mechanisms [15]. When presented in a full
range of scale in the context of natural scenes, upright human faces and animals
were being processed at the same speed. This result might be extended (at least)
to another non-biological category of objects, as “means of transport” were shown
to be categorized as fast as animals in a preceding study [19]. The only small ad-
vantage for upright human faces was found in Exp2, in which close-ups of human
faces were processed 10 ms faster than animal faces, an e@ect that did not reach
signi7cance.

The ERP analysis showed that the N170 was not speci7c to human faces as already
stated previously by others [10], since we also observed this component with animal
faces. However, the N170 peaked at a shorter latency with human faces. This could
be taken as evidence for the disruption of con7gural mechanisms dedicated to the
processing of upright human faces, but could also simply reLect the higher variability
in animal faces.

Whereas the N170 was not speci7c to human faces, the strength of the inversion
e@ect was quite speci7c to human face pictures. Surprisingly, despite a larger N170
inversion e@ect for human faces compared to animal faces, the analysis of behav-
ioral performance revealed very little e@ect of stimulus inversion associated with these
two categories. Accuracy decreased from 0.5% to 1.7% with inversion, the maximum
accuracy de7cit being reached for both humans and animals in Exp1. The cost in pro-
cessing speed was very limited although slightly more pronounced for humans (14–
23 ms) than for animals (10–13 ms). With such temporal constraints, very little time
would be available to implement a mental rotation mechanism during the time course
of the categorization process.
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The inversion e@ect is usually taken as evidence that face processing relies pref-
erentially on con7gural mechanisms distinct from the part-based mechanisms used in
the processing of other objects. Another alternative explanation states that recognition
speed depends on the accumulation rate of object selective neuronal activity [9]. Neu-
rons in higher-level occipito-temporal visual areas respond to complex stimuli such
as animals and faces. Through experience, more neurons would selectively respond
to upright animals and human faces or upright face features compared to inverted
views. Groups of neurons responding to upright and inverted objects would start to
respond at about the same latency but responses would accumulate more slowly in the
case of inverted stimuli. It follows that, on average, it will take slightly more time
to reach the decisional threshold with inverted than with upright stimuli. As a con-
sequence, the stronger inversion e@ect for faces often explained by the speci7city of
face processing can 7nd an alternative explanation in the accumulation rate of selec-
tive neural activity. In Exp2, if we take into account the large variability of animal
faces and the more homogeneous set of human faces, the same reasoning applies to
explain the slightly delayed responses for upright animal faces versus upright human
faces.

These results obtained here can be interpreted in the framework of a single object
processing system in the ventral pathway whose performance is modulated by expertise,
level of recognition and information availability [9,13]. The data suggest that evidence
accumulates very quickly and eMciently during the categorization of visual objects,
without necessarily requiring a specialized face module or mental rotation mechanisms.
Furthermore, the relatively weak inversion e@ects observed might indicate that the
representations underlying categorization in our tasks are relatively coarse, at least
coarser than several high-level properties that have been reported to be strongly a@ected
by inversion [14]. The performance of such categorization task might rely on diagnostic
features of intermediate complexity [18].
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