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ABSTRACT 
Tangible User Interfaces (TUI) have been found to be relevant tools 
for collaborative learning by providing a shared workspace and 
enhancing joint visual attention. Researchers have explored the 
use of TUIs in a variety of curricular activities and found them 
particularly interesting for spatial exploration. However, very few 
studies have explored how TUIs could be used as a collaborative 
medium for people with visual impairments (VIs). In this study, 
we investigated the efect of tangible interaction (a small tangible 
robot) in a spatial collaborative task (a treasure hunt) involving 
two people with VIs. The aim was to evaluate the impact of the 
design of the TUI on the collaboration and the strategies used to 
perform the task. The experiment involved six dyads of people with 
VIs. The results showed that the collaboration was impacted by the 
interaction design and open interesting perspectives on the design 
of collaborative games for people with VIs. 
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1 INTRODUCTION 
A Tangible User Interface (TUI) is defned as an interface that pro-
vides a “seamless coupling [between] everyday graspable objects [and] 
the digital information that pertains to them”[26]. Interaction based 
on TUIs is therefore not limited to the visual and auditory modali-
ties, but also relies on touch [48] which is relevant for people with 
VIs [7]. Interestingly, TUIs are relevant tools to support collabora-
tive activities and facilitate learning [13, 14], including applications 
in the domain of spatial cognition [27]. A large number of them can 
be classifed as computer-supported learning environments [48]. 
They were found to be enjoyable and engaging for learners [9], 
which can have a positive impact on learning [49]. 

Collaborative activities are well adapted for teaching and learn-
ing in general [14, 17]. Regarding spatial learning supported by 
collaborative activities, many studies focused on orientation and 
mobility for sighted people [e.g 44]. There are studies concerning 
the collaboration between VI and sighted people [55], but there are 
very few about the collaboration between people with VIs [4, 54]. 
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In this paper, we explored a new collaborative setup involving 
people with VIs playing a spatial game. Collaborative problem-
solving activities have shown to bring positive social and learning 
outcomes in education, and we wondered how to design such an 
activity for people with VIs. We specifcally examined the potential 
of active tangibles as a medium of communication to share spa-
tial information. Our contribution is not technically oriented but 
rather qualitative, about how graspable interactive robots (Active 
vs. Passive) may impact the collaboration between people with VIs. 

2 RELATED WORK 

2.1 Tangible interaction for people with VIs 
Because touch and tactile (passive) interfaces are largely used by 
educators for VI students [28], research on TUIs for people with 
VIs has investigated diferent curricular felds. Tangible interfaces 
have been developed and evaluated to assist the exploration of 
diagrams [22], graphics [33], mathematics [2] and maps [6, 20]. For 
instance, Ducasse and colleagues [17, 18] developed a TUI to help 
people with VIs explore zoomable geographical maps. It has also 
been shown that 3D printed models can help people with VIs to 
learn about space [20, 24]. Muhanad and Shakir (2011) developed 
a Multimodal Interactive Cubes for Object Orientation (MICOO) 
adapted for people with VIs [32]. It helped them to create and 
interact with diagrams and graphs. TUIs are of interest for people 
with VIs because they rely on manipulation and haptic feedback 
[18]. 

In the last decade, small graspable robots have been used to 
convey movement information in addition to their tangibility. For 
instance, Richter et al (2007) proposed RATI (Remote Active Tan-
gible Interaction), a graspable robot used to improve distributive 
collaboration. It was used to visualize movement in a room [45]. 
Another interesting example is the tangible mediated robot for 
teachers [19] that was used in educational activities with young 
children. 

2.2 Collaborative learning 
Collaborative learning can be defned as a learning situation during 
which participants actively contribute to a mutual learning goal 
and try to share the efort to reach this goal [46]. The “optimal 
collaborative efort” corresponds to an efort that helps participants 
to co-construct knowledge [15]. Currently, more and more collab-
orative learning activities are computer-supported [50]. TUIs are 
relevant tools to enhance collaborative learning activities [16]. 

The Cellulo is a graspable and tangible robot that can be held in 
someone’s hand [41].It has been developed for education purposes 
of sighted pupils [42]. Several learning scenarios were developed, 
covering various areas of the curriculum and exploring its potential 
as a tool for collaborative learning. In meteorology [40], Cellulo 
robots were used on a map of Europe as haptic probes by students 
and used collaboratively to understand how wind is formed by 
high and low-pressure points. In another scenario targeting young 
children, two Cellulo robots were used in a team activity allowing 
them to explore the dynamic in writing cursive letters [23]. Recently, 
this activity was extended to collaborative exploration of simple 
shapes and for collaboration between sighted and children with 
visual impairments [38]. Other works have looked at systems that 

could enhance collaboration of people with VIs. Balata et al. [4] 
focused on navigation and showed that collaborative navigation and 
repeated exploration of an environment is useful to learn a pathway. 
Another study by Vallée and colleagues [54] indicated the interest 
of digital tools to improve collaboration between teenagers with VI. 
Their results showed that a tactile device used in collaboration by 
two people with VIs is relevant to share a common representation 
of the situation and solve a spatial task. 

2.3 Visual impairment and spatial learning 
Vision is important to construct cognitive maps [53] that can rely 
on two diferent reference frames: allocentric and egocentric mental 
representations [3, 25]. Even with few or no visual information, peo-
ple with VIs can build cognitive maps, relying on other modalities 
such as movement, touch [21], audition [8] and verbal descriptions 
[37]. But people with VIs tend to use egocentric representations 
more than allocentric ones. For instance, it has been shown that 
they prefer using egocentric references to describe space [11]. One 
important question is: “will blind people still show a beneft in a con-
dition that favors an egocentric strategy if they have the possibility 
of developing simultaneous perception based on (intrinsically supe-
rior) allocentric cues?” [11]. A possibility to address that question 
is to support diferent types of spatial learning in people with VIs, 
essentially in switching from maps to real settings and vice versa. 
TUIs can be used to make models of spatial settings and support the 
switch from egocentric to allocentric references, as well as sharing 
knowledge about certain places (e.g. landmarks and routes). 

3 STUDY 

3.1 Brainstorming and design of the game 
Preliminary discussions with special education teachers raised that 
collaborative spatial games with peers may enhance motivation in 
learning spatial skills. Similar observations have been reported in 
diferent recent studies. For example, Balata et al. [4] focused on 
a navigation system based on collaboration between people with 
VI; Metatla et al. [39] worked on the co-design of a spatial game 
including sighted and VI students; Bonani et al. [5] and Correia et al. 
[12] both studied the interest of collaboration between robots and 
blind people; Pires et al [43] and Thieme et al. [52] both explored 
the interest of accessible computer programming with robot for 
children with VI. In line with our observations, these studies men-
tion that robots, thanks to their capacity of autonomous movement 
and feedback (sound, haptic), are particularly adapted for VI people 
to work on spatial skills. They also show that they are versatile 
enough to be used in educational settings. 

However, these papers were focused on the collaboration be-
tween one user and the robot. For instance, in the study proposed 
by Köhlmann [29], it is mentioned that “collaboration is mostly 
used in face-to-face situations and online-based computer supported 
collaboration with more than one blind participant is rare”. In this 
study, based on these previous works and on this last observation, 
we aimed to develop a game that relies on a robot as a mediation 
tool for collaborative activity between two people with VI. 

Diferent robots were relevant for this type of experiment [36, 
38, 43]. Among these robots, the Cellulo was the lightest with 168 
g [41] when the others were about 800 to 900 g [43]. In addition, 
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the Cellulo is quite small: 7.5 cm from edge to edge and 3 cm high 
[41]. The other robots are much taller: between 15 and 30 cm high 
and 18 and 30 cm long [43]. We chose the Cellulo because it is easy 
to grasp and it has been shown that it can convey haptic feedback 
to both adults and children [40, 42]. 

Before starting the design sessions, we met two special educa-
tion teachers to talk about the interest of multimodal interaction 
and graspable robots to design collaborative games. They quickly 
confrmed their interest, especially in the spatial domain. They ac-
knowledged the interest of creating pairs of collaborators that can 
play independently (without the assistance of a sighted person). 
Following this frst session, we did a simple demo session aiming at 
showing the Cellulo robots to one of the two teachers and her class 
of six pupils with mixed visual abilities. All of them were enthusi-
astic about the robots and serious games relying on it. Following 
these sessions, we designed a collaborative treasure hunt as a proof 
of concept, including the Cellulo as a medium to collaborate and 
share spatial information. 

3.2 General goal and hypothesis 
The study consisted in a treasure hunt involving two people with 
VIs. Each participant had a specifc role: guide or explorer. The ex-
plorer moves in a large remote room where fve clues and a treasure 
are hidden. The guide explores a map (2.5D model) representing the 
real settings and indicating the position of the clues and treasure. 
The explorer’s location is indicated on the map by a Cellulo. The 
guide and explorer must collaborate by talking to each other in 
order to fnd the clues and, fnally, the treasure (see Figure 1). 

The task included two conditions depending on the functions 
attributed to the Cellulo. In the Active condition, the Cellulo re-
fected the explorer’s location and orientation in real time. In the 
Passive condition, the Cellulo was not moving alone, but it could 
be used by the guide as a tool to represent the ongoing location 
and orientation of the explorer in the room. 

The aim of the study was to evaluate the impact of the Active vs. 
Passive Cellulo on the game performance, as well as on the type 
of collaboration between them. We notably explored how these 
two modalities (Active vs. Passive) reshape the diferent aspects 
of collaboration (joint attention, communication, consensus reach-
ing). As the Active Cellulo provides ongoing information about the 
explorer’s location in the room, it should help the guide to give 
explicit instructions to the explorer. Hence, we hypothesized that: 
1) the Active Cellulo should ease the task and decrease the time 
needed to fnd the treasure, and 2) it should help the collaborators 
to reach a collaborative optimal efort and hence better co-construct 
knowledge about the explored space. 

3.3 Participants 
Twelve people with visual impairments (8 males and 4 females, 
divided in 6 dyads) participated to the study. They did not show any 
other sensory or cognitive impairments. Their mean age was 36.5 
years old (SD: 8.7 years). Among these people, 1 was early blind, 1 
was late blind, 5 had low vision from birth, and 5 became visually 
impaired later (see Table 1). Participants scored their use of Infor-
mation and Communication Technologies (computer, smartphone, 
tablet) and tactile maps on a 5-level Likert scale from 1 (almost 
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never) to 5 (very often). The mean score for the use of ICT was 3.92 
(SD = 1.13) and the mean score for the use of tactile maps was 1.25 
(SD = 0.46). 

3.4 Experimental setting 
The room to be explored was a rectangular shape of 7.5 x 15 meters 
including 13 chairs. The positions of the 13 chairs were fxed in 
each condition. The guide was provided with a 2.5D map of the 
explored room made with a tactile line for the walls and foam 
objects representing the 13 chairs. The starting point and one clue 
at a time (little rubber ball stuck on one foam chair) were indicated 
on the map too (see Figure 1). To make sure that the confguration 
of the chairs did not bias the experiment, the layout for the second 
condition was a mirror image of the frst one and hence with similar 
complexity (see Figure 2). 

A “landmark chair” was located against the wall in the explo-
ration room (red square in Figure 2). This chair was introduced 
during preliminary testing of the protocol. Indeed, in many cases, 
in the Passive condition, the explorer was lost in the room and 
could not provide the guide with any valid cues to get located. 
With the landmark chair, it was easy to solve that problem. When 
the explorer was lost, he could follow the wall until he reaches 
this unique chair. Participants were told about this landmark chair 
before starting the game. 

The location and orientation of the explorer on the map was 
represented by a Cellulo (small graspable robot containing motors 
and three wheels). The Cellulo that we used in this study was 
augmented with a tactile cue on one side, which indicated the 
orientation of the explorer in the room (see Figure 1). 

Guide and explorer both received a phone with a bone con-
duction headset, which allowed communicating without impeding 
audition and having the hands free to explore the environments. 

3.5 Task 
At the beginning of the session, the guide was in front of the 2.5D 
map, and the explorer was taken to the starting point in the room. 
The frst clue was pinned on the map and an object was dropped 
of on the corresponding chair in the room. Then the guide had 
to lead the explorer from the starting position to the frst clue. He 
could provide both egocentric (e.g. “do one step on the left”) and 
allocentric (e.g. “there are two chairs side by side”) instructions to 
accurately guide the explorer. In case of disorientation, they had to 
collectively fnd a solution to get reoriented. After fnding the frst 
clue, the second one was positioned, and they had to continue the 
game. In each condition, the clues order was the same (see numbers 
in Figure 2). Neither the guide nor the explorer knew the positions 
of the clues in advance. The game stopped after fnding the ffth 
clue (i.e. treasure). They were told to achieve the treasure hunt as 
quickly as possible because time was recorded. If it took longer 
than fve minutes to fnd a single clue, they received a penalty and 
the experimenter helped them to fnd the clue. 

3.6 Conditions 
In the Active condition, the Cellulo represented the location of the 
explorer in real-time. In the Active Cellulo condition, the guide 
always knows the location and orientation of the explorer in the 
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Table 1: Participants. 

Role Gender Age Situation Locomotion tool During the experiment 
Dyad 1 

Dyad 2 

Dyad 3 

Dyad 4 

Dyad 5 

Dyad 6 

Guide 
Explorer 
Guide 

Explorer 
Guide 

Explorer 
Guide 

Explorer 
Guide 

Explorer 
Guide 

Explorer 

Male 
Male 
Male 
Male 
Male 
Female 
Female 
Male 
Female 
Male 
Male 
Female 

46 
34 
42 
27 
21 
25 
35 
44 
40 
44 
55 
25 

Low Vision late 
Blind late 
Blind late 

Low vision early 
Low Vision early 
Low Vision early 
Low Vision late 
Low Vision late 
Low Vision late 
Low Vision early 
Low Vision early 
Low Vision late 

Cane 
Dog or cane 

Cane 
Cane 
Cane 
Cane 
No 
Cane 
No 
Cane 

Cane or dog 
No 

No 
Cane 
No 
Cane 
No 
No 
No 
No 
No 
No 
No 
No 

Figure 1: 2.5D map (left) and exploration room (right). Left: Guide exploring the 2.5D map with the chairs (foam cubes), clue 
(pin on a foam cube; yellow circle) and Cellulo (red circle). The Cellulo is a graspable robot with a form of hexagonal shape, 
measures 7.5 cm from edge to edge, 3 cm high and weights 167.8g. For more technical precision about it(see [41] for details). 
Right: the explorer (in the middle of the picture) is following the instructions provided by the guide to fnd the clue (object on 
a chair; yellow circle). The second person in the room is an experimenter in charge of safety and positioning the clues. 

Figure 2: Map of the exploration room. Each square repre-
sents a chair. The positions of the fve clues are indicated 
with numbers. The fve clues are not set up at the beginning 
of the task. “Clue 2” is added when “clue 1” has been found. 
The landmark chair is indicated with the red color. The cross 
shape represents the explorer’s starting point. 

room. In the Passive condition, the Cellulo was provided to the 
guide as a passive tool to represent the location and orientation of 

the explorer. The order of the Active and Passive conditions was 
counterbalanced across dyads. 

In our experimental setup, tracking the explorer’s location in real 
time was technically challenging (whole body tracking in the room 
and real-time communication of the coordinates to the Cellulo). 
Because we only targeted a proof of concept experiment, we used a 
“Wizard of Oz” method to move the robot in the Active condition. 
The wizard, an experimenter, was looking at the room video and 
moved the Cellulo according to the explorer’s location, without 
interfering with the guide’s hand movement. Participants did not 
mention any issues related to this method. They played the game 
and used the Cellulo as if it was moving by itself (see the results 
and limitations sections). 

3.7 Protocol 
The experiment was conducted as follows: 

1. Presentation of the experiment (aim of the experiment and 
signature of the consent form), 

2. Collection of personal details: gender, age, visual impairment, 
use of technologies and tactile maps, 

3. First condition (e.g. Active): fve clues must be found as 
quickly as possible in a specifc order (see Figure 2), 
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Table 2: Meier’s grid 

Dimension Factor(s) to evaluate the dimension 

Communication Sustaining mutual comprehension: participants make their contribution understandable 
Dialog management: there is an alternation of dialogs, with clear questions, etc. 

Joint information Information pooling: process to elicit and externalize information 
processing Reaching consensus: participants treat information and make an evaluation to make a relevant decision 
Coordination Task division: management of sub-tasks dependencies by participants 

Time management: how participant cope with time dimension 
Technical coordination: how participant cope with technical interdependencies 

Interpersonal Reciprocal information: equality between participants in contributing to problem solving and decision 
relationship making 
Motivation Individual task orientation (participant 1): measurement of the frst participant motivation 

Individual task orientation (participant 2): measurement of the second participant motivation 

4. At the end of this frst block, the guide had to answer a user 
experience questionnaire (MeCue [31]) and the explorer had 
to relocate the fve clues on the 2.5D map, 

5. Repetition of the steps 3 and 4 with the other condition 
(Passive in this example). 

3.8 Data and statistics 
3.8.1 Interaction with the robot. For each condition, based on video 
of the guide, interaction between the guide and the robot was 
evaluated according two criteria: the number of times he used the 
robot and the time spent using the robot. 

3.8.2 Performance and localization of the clues on the 2.5 D map. For 
each condition, the performance was evaluated with two criteria: 
time (to fnd each clue and to achieve the whole treasure hunt) and 
total number of clues found. The accuracy of the localization by the 
explorer was assessed with the number of clues that were correctly 
located on the map (number and location). 

3.8.3 User experience. In the MeCue [31], there are 30 items di-
vided into four independent factors: product perception, emotions, 
consequences, and global evaluation. For the modules 1 to 3, users 
must rate each item on a 7-level Likert scale going from «strongly 
disagree »to «strongly agree ». The fourth module is a global eval-
uation by the user from -5 to +5. 

3.8.4 Assessment of the collaboration. Dialogs between the two 
partners were recorded and transcribed. Three independent anno-
tators evaluated the collaboration according to the Meier et al.’s 
grid [34] including fve dimensions divided in diferent factors (see 
Table 2). Annotators were provided with the transcriptions and a 
“rating handbook” (i.e. a document that explains how to evaluate 
the collaboration, see [34]). For each condition and each factor, each 
judge gave a score going from “very bad” (score of -2) to “very good” 
(score +2). 

3.8.5 Statistics. Descriptive and inferential statistics were done 
with R studio (version 1.1.463 for Windows 10). A Shapiro test was 
used to check that the distributions were normal. According to 
normality, either a T-test or a Wilcoxon test was used to assess 
diferences between the Active and Passive conditions. 

4 RESULTS 

4.1 Interaction with the robot 
Depending on the condition (Active vs. Passive), the guide inter-
acted diferently with the Cellulo. Table 3 presents, for each dyad 
and according to each condition, the number of robot touches and 
the average handling time. 

From these results, three types of interaction can be distin-
guished. The guide of the dyad #3 never used the Cellulo whatever 
the condition. This guide had a low vision (see Table 1 for partici-
pant’s characteristics) and he was able to follow the robot’s location 
by sight in the Active condition. He adapted his instructions to the 
explorer accordingly. In the Passive condition, he did not used the 
robot, but instead used his own hand to represent the explorer’s 
location. 

The guide of the dyad #6 has a low vision too. In the Active 
condition, as the guide #3, he was able to follow the robot’s location 
by sight and adapted the instructions accordingly. He only touched 
the robot a few times to determine the orientation of the explorer. 
He was more interested in using the Cellulo in the Passive condition 
because he wanted to try. He said that “it’s funny to move it at 
the same time as the explorer’s movement”, which may explain the 
diference with the other dyads. However, the explorer got lost to 
fnd the last clue. At that time, the guide stopped using the robot 
and used his own hand to try to solve the problem. This behavior 
eventually shows that the Cellulo was “fun” to use, but when the 
situation is getting harder, it represents another element to deal 
with, which makes the task more difcult. 

Finally, the guides #1, 2, 4 and 5 present a similar behavior. In the 
Passive condition, they used the Cellulo mainly at the beginning 
of the session. But, similarly to the guide #6, when the explorer 
got lost, they stopped using it. They used the robot more often and 
for a longer time in the Active condition. They kept their hand 
on the robot to be sure that the explorer executes the instructions 
correctly and goes to the right direction. 

4.2 Task performance and localization of the 
clues 

In the Active condition, all the clues were found by all the dyads. 
In the Passive condition, three dyads found all the clues, and two 
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Table 3: Interaction between the guide and the Cellulo 

Number of touches Average duration of each touch (s) 
Passive Active Passive Active 

Dyad 1 2 8 3.4 14 
Dyad 2 4 22 2.6 6.8 
Dyad 3 0 0 0 0 
Dyad 4 19 42 7.9 8 
Dyad 5 1 8 2.3 7.9 
Dyad 6 51 3 10.5 2 

Figure 3: : average performance (in seconds) for each clue 
according to the condition. Blue: Passive condition; Red: Ac-
tive condition; Black = diference of time (Passive-Active) 

dyads found 4 clues out of 5. The post experiment test administered 
to the explorers showed that they could correctly localize on the 
map more clues in the Passive condition compared with the Active 
(respectively 1.67 vs 0.33 on average; Wilcoxon test, p=0.054). In 
the Active condition, the task lasted 531 ± 33 seconds in average. In 
the Passive condition the task lasted 955 ± 131 seconds in average. 
Figure 3 presents the average times and standard deviations (in 
seconds) to fnd each clue according to the condition. On average, 
it takes longer to fnd a clue in the Passive condition than in the 
Active condition, which shows that it is more difcult to fnd a 
clue in the Passive condition. The Wilcoxon test showed that the 
diference between the two conditions is signifcant (Wilcoxon-test, 
p = 0.045). 

In addition, Figure 3 shows that the standard deviation in the 
Active condition is always small and homogeneous (less than 50 
s). It does not depend on the difculty to fnd each clue. On the 
contrary, it is larger and depends on the clue number in the Passive 
condition (between 92 and 190 seconds). The diference of standard 
deviation according to the condition is signifcant (Wilcoxon test; 
p = 0.008). Interestingly, the time diference between Active and 
Passive conditions increases from the frst (15 seconds) to the fourth 
(133 seconds) clue. Altogether, these results show that the dyads 
spent less time and were more efcient in fnding the clues in the 
Active condition. 

4.3 User experience 
All the participants reported that playing the game was enjoyable, 
independently of being the guide or the explorer. The results of the 
MeCue were good and similar for both conditions. For instance, the 
global evaluation (fnal question of the MeCue) was rated 4.6 ± 0.4 
and 4.2 ± 0.3 (on a scale from -5 to +5) in the Active and Passive 
conditions respectively, which are not signifcantly diferent. Not 
any dimension of the MeCue was found to be signifcantly diferent 
between the two conditions. 

4.4 Assessment of the collaboration 
We performed both quantitative and qualitative assessments of the 
collaboration. Results observed for the diferent dimensions of the 
Meier’s grid are presented in Figure 4 and show that the collabora-
tion between the guide and explorer is diferent according to the 
condition. Some of the factors reported in the Meier’s grid are not 
impacted by the condition (e.g. sustaining mutual comprehension, 
dialog management, etc.), which refects that the Active Cellulo 
does not have much efect on the dimensions of Communication 
and Coordination. On the contrary, the fve factors included in 
the three other dimensions were signifcantly diferent: Joint In-
formation Processing dimension (including Information Pooling 
(T-test, p = 3,8.10-5) and Reaching Consensus (T-test, p = 1,7.10-6)); 
Interpersonal Relationship dimension (including Reciprocal Infor-
mation (T-test, p = 1.5.10-4)), and Motivation dimension (including 
Individual Task Orientation for the guide (T-test, p = 0.01) and for 
the explorer (T-test, p = 3.8.10-3)). 

From a qualitative point of view, diferent excerpts of dialogs in 
the Active vs. Passive conditions (additional examples are provided 
in the supplementary material) are presented to illustrate diferent 
ways of collaborating. Here is an example of the dialog in the Active 
condition: 

• Guide: “Perfect. Now, you go all the way” 
• Explorer: “How many steps now?” 
• Guide: “You do seven . . . eight steps.” 
• Explorer: “Seven or eight?” 
• Guide: “Go. But large steps. You can go safely, trust me” 
• Explorer: “one, two, three, four, fve, six, seven, eight” 
• Guide: “Go one more” 
• Explorer: “Okay, let’s go. Nine” 

In this example, there was no attempt for each participant to 
make an equal contribution to collaborating or taking decision 
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Figure 4: Scores for the diferent factors (and dimensions) of the collaboration (*<0.05, **<0.01, ***<0.001). SMC: Sustain Mutual 
Comprehension; DM: Dialog Management; IP: Information Pooling; RC: Reaching Consensus; TD: Task Division; TM: Time 
Management; TC: Technical Coordination; RI: Reciprocal Information; ITO-G: Individual Task Information – Guide; ITO-E: 
Individual Task Information – Explorer; Comm.: Communication; Int. Rel.: Interpersonal Relationship 

together. The guide provides instructions without asking for ad-
ditional information, and the explorer must follow. As indicated 
by the phrase “trust me”; the guide is leading the collaboration. In 
comparison, the following verbatim was extracted from the same 
dyad in the Passive condition: 

• Guide: “If you have gone straight, now, you must turn left” 
• Explorer: “But if I am going left, I am going into the wall . . . 
On the left I cannot, there is the wall in front of me” 

• Guide: “There is a wall in front of you?” 
• Explorer: “In fact, to explain, I am in the left corner of the 
room. It means that on my left, there is a wall. And, in front 
of me, there is a wall too” 

• Guide: “Are you in the left corner?” 
• Explorer: “I cannot go straight, neither to the left. I can only 
go to the right ” 

• Guide: “You can only go to the right?” 
• Explorer: “I am in the corner of the wall ” 
• Guide: “Okay. So, go to your right-hand side. . .” 

In this example, there is a better repartition of responsibilities 
and a real need for the guide to understand where the explorer is and 
what he is doing. There is information pooling and the participants 
are trying to reach a common understanding of spatial information 
(e.g., the explorer’s location in the room). This may explain why it 
is longer to solve the task in this condition. 

The collaboration was also slightly impacted by the visual status 
of the participants. When VI people could detect visual features, 
they gave the information to their partner. For example, after an 
instruction, a VI explorer responded: “Yes I can, because I can see a 
little bit, but if you ask that to a blind person, he will be lost!”. Blind 
explorers compensated using their long cane. A blind explorer was 
lost and said: “Wait, I am going to explore around the chair with 
my cane”. The guide had doubts about the information provided 

by the blind explorer and answered: “Are you sure that you have 
well explored around you?”. The notion of trust (included in the 
interpersonal relationship) was more important for blind people 
than for VI people. 

Finally, strategies were infuenced by the condition too. In the 
Passive condition, dyads developed a more global strategy. For 
instance, the guide frst selected the easiest path for the explorer 
and then gave the instructions, which is illustrated in the following 
example: “Wait, I am thinking about the easiest path for you, the 
most appropriate, because it is a bit complicated”. The explorer was 
understanding and responded “OK, I’m waiting”. On the contrary, in 
the Active condition, it was a less global strategy with instructions 
adapted in real time. The following verbatim illustrates how the 
guide changed instructions while grasping the robot to assess the 
explorer’s displacements: “Wait, there’s a tactical error in my plan... 
Go to the second chair on your left”. 

5 DISCUSSION 

5.1 Impact of the design on the collaboration 
The study showed that the Active Cellulo helps the partners to 
achieve a better performance in the spatial game when compared 
to the Passive mode. 3D models are well adapted for VI people 
[24, 43] and interactivity provided by the Cellulo, similar to other 
technologies (see [12, 30, 51]), is relevant. Although the Cellulo 
could be of interest for representing the explorer location and ori-
entation in the Passive condition, the guides experienced limitations 
in using it. As soon as a problem appears, they forget the Cellulo, 
and prefer using their own hand to represent the explorer’s loca-
tion. They also engaged in a more verbal collaboration. Only two 
dimensions of the collaboration, as defned by Meier et al. [34] were 
not impacted by the condition (Active vs. Passive): communication 
and coordination. In such a complex task for people with VI, both 
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communication and coordination are crucial for the success of the 
collaboration [56]. Communication corresponds to trying to get a 
common and shared representation of the situation [10] and co-
ordination is to make a plan on how to solve the case [34]. The 
collaborative game involved two persons who knew each other, 
and the roles were assigned at the beginning of the game. 

The three other dimensions (joint information processing, inter-
personal relationship and motivation) were impacted by the Active 
Cellulo. Joint information processing represents the importance for 
participants to process and share complementary knowledge about 
the spatial layout of the game. With the Active Cellulo, we observed 
series of instructions like: “Stop. Now, turn to your right. Now, you go 
straight”, etc. On the contrary, when the Cellulo was Passive, they 
were many verbatims showing that the guide was missing informa-
tion about the position of the explorer (“I cannot see you”, “I cannot 
tell if you are good or not”). Interpersonal relationship evaluates the 
behavior of both partners during the game (respect for the other, 
tone of the speech, etc., see [34]). This dimension can depend on the 
(as)symmetry between the partners [14]. During the study, we did 
not observe any conficts between the partners; probably because 
it was a game. But, the design of the interaction (Active vs. Passive 
Cellulo) infuenced the relationship. In the Active condition, the 
robot cannot make any mistakes since it represents the localization 
and orientation of the explorer in real time. Then, both the guide 
and explorer can attribute mistakes to each other; which has an 
impact on the score of interpersonal relationship. 

Finally, motivation illustrates the commitment of each person 
in solving the problem [34]. As previously mentioned, the guide 
always knows the explorer’s position with the Active Cellulo and 
does not need additional feedback. This situation creates an asym-
metry in the players’ role. The guide is better informed and has 
a “superior” position. For example, a guide was saying “It will be 
very easy if you listen carefully to what I am saying”. Then the 
explorer must follow the guidance instructions. This asymmetry 
has a negative impact on motivation, and probably more specifcally 
on the explorer’s motivation. 

In conclusion, the results show that the Passive condition better 
supports an “optimal collaborative efort” with more attempts for 
each player to share his own representation of the situation and 
share relevant spatial information. On the contrary, the Active 
Cellulo turns the collaboration into a “guidance task” that improves 
the performance but decreases the collaborative process. 

5.2 Impact of the design on user experience 
Although the Active Cellulo decreases the challenge associated 
with the treasure hunt (the task is easier), there was no diference 
in the measured user experience according to the condition. This 
may be due to the design of the experiment: a treasure hunt is a 
pleasant game and people with VIs have very few opportunities 
to play such collaborative games. Hence, it appears that, whether 
Active or Passive, the type of Cellulo does not have much impact 
on the participants’ overall experience. 

5.3 Importance of collaborative TUIs on 
learning and gaming 

The development of TUIs opens new opportunities and challenges 
in the feld of collaboration [1, 44]. In this work, we designed a 
collaborative game relying on tangible interaction and involving 
people with VIs. There are important lessons that we can learn 
from the study. First, the players with VI enjoyed collaborating in 
the aim of solving a complex spatial task. It is an important obser-
vation because spatial games that are accessible to people with VIs 
are rare. In addition, this game appeared as enjoyable and could 
be considered as a serious game aiming to improve spatial skills 
and to learn about a specifc environment. Previous studies have 
shown that spatial games played in virtual environments can help 
to learn about space [35, 47]. But these studies involved only one 
learner immersed in virtual reality, which may hinder inclusivity 
and social contacts. Our study shows that a collaborative game 
based on tangible interaction also fosters spatial skills and specifc 
spatial knowledge (i.e. about a specifc place). But interestingly, it 
can leverage on the participation of a tutor having visual impair-
ments too, who better understand the problems and provides better 
instructions. It is in line with the observation that “there are many 
more visually impaired users with specifc knowledge than there are 
instructors available” [4]. 

Another, interesting observation is that the design of the TUI 
can shape the type of collaboration. According to the need of the 
game designer (e.g. serious game if the designer is a special educa-
tion teacher), the robot can provide diferent feedback and, hence, 
change the difculty of the game, change the role assigned to each 
player, and change the type of skills and knowledge that is shared. 
The Active condition could for instance support the use of appro-
priate vocabulary (e.g. front, back, left, right) in children with VIs. 
The Passive condition may support the resolution of more complex 
spatial problems involving two teenagers with better verbal and 
spatial skills. 

5.4 Limitation of the study 
The Wizard of Oz method that we used may have slightly changed 
the results. Indeed, the behavior of the robots with this method was 
error-free, accurate and with very short delays. Hence, the trust 
accorded to the robot was greater, which may have an impact on 
joint information processing. However, according to our observa-
tions, if accuracy of the game is fair enough (e.g. less than 1 m) and 
time lags short (e.g. less than 1 sec.), we do not envision any issues 
with real-time connected robots. 

We observed a non-signifcant trend showing that the explorer 
achieves a better cognitive map of the room in the Passive condition. 
In that condition, each game is longer and problem solving depends 
on trial and errors, which may explain why the cognitive map is 
better. But another interpretation is that the dialog between players 
is richer in order to fnd a solution. However, we did not observe any 
evidence that the sharing of spatial information has signifcantly 
increased in the Passive condition. For instance, the number of 
allocentric and/or egocentric references observed in the verbatims 
(result not showed) was similar in both conditions. Then, the trend 
of a better cognitive map that we observed could be the result of an 
implicit learning related to longer exploration and trial and errors of 
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each player individually. In addition, our sample of participants with 
VIs was limited (12 participants divided in 6 dyads) and included 
people with diferent visual abilities and diferent spatial skills. Thus, 
the results on spatial learning cannot be generalized and must be 
taken with care. These diferent hypotheses should be addressed in 
a specifc study. 

5.5 Perspective and future work 
Currently, the Active Cellulo is working as a dynamic avatar pro-
viding the location and orientation of a remote collaborator. We 
can imagine more subtle interactions in order to design games that 
are getting gradually more and more challenging. For instance, we 
could imagine an intermediate mode to help the players to solve 
spatial problems. In this mode, the Cellulo would not move by itself 
but could be used as a probe to confrm guesses made by the guide. 
When the guide puts the Cellulo at the correct location on the map, 
there would be a signal (e.g. sound and/or haptic) confrming the 
spatial correspondence. Finally, we may also imagine an expert 
mode where the Active Cellulo provides false information about 
the location or orientation of the explorer, forcing the players to 
solve unexpected problems (of course, they should be aware of 
that possibility). Obviously, further work would be needed to check 
that increasing complexity has an impact on user experience and 
motivation, as well as spatial skills. 

As we observed during the preliminary brainstorming sessions 
but also during follow-up discussions, special education teachers 
and orientation and mobility instructors were enthusiastic about 
tangible and multimodal interactive tools and collaborative games 
in their professional settings. They were convinced that such collab-
orative tangible games may ft their needs and improve spatial skills 
in people with VIs for four main reasons. Firstly, it increases moti-
vation to learn about space, which can be crucial with early blind 
children or young adults. Secondly, players can switch their roles 
in the game and hence improve mental manipulation of egocentric 
and allocentric representations of space, which is an important 
spatial skill. Thirdly, it is based on the collaboration of two players 
with visual impairments who can fairly understand errors made by 
the other player and who can help with appropriate explanations 
and instructions. Finally, they can play independently, without the 
assistance of a sighted person, which relieves the fear of having the 
instructor repeatedly telling the same things. 

In line with recent work [36, 38, 43], future work should address 
these assumptions and the development of a real-setting game. 

6 CONCLUSION 
The game that we designed in this study is a proof of concept result-
ing from brainstorming sessions organized with special education 
teachers. We showed that it allows to address specifc knowledge 
(spatial skills in our case) but also transversal abilities such as 
collaborative problem solving (including perspective taking and 
argumentation). Depending on the interaction design, but also the 
age, the level of expertise of players and the educational aim, this 
kind of game can be adapted and address many use cases such as 
learning, resolution of problem or learn to collaborate with other 
peers. In accordance with [36, 43], we think that it is possible to
generalize our results and to design educational and collaborative 
games with commercial robots for being used in real settings. 
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