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Abstract

A fundamental result by Karger [10] states that for any λ-edge-connected graph with n nodes, in-
dependently sampling each edge with probability p = Ω(log(n)/λ) results in a graph that has edge
connectivity Ω(λp), with high probability. This paper proves the analogous result for vertex connectiv-
ity, when either vertices or edges are sampled. We show that for any k-vertex-connected graph G with
n nodes, if each node is independently sampled with probability p = Ω(

√
log(n)/k), then the subgraph

induced by the sampled nodes has vertex connectivity Ω(kp2), with high probability. If edges are sam-
pled with probability p = Ω(log(n)/k) then the sampled subgraph has vertex connectivity Ω(kp), with
high probability. Both bounds are existentially optimal.

1 Introduction

Consider a random process where given a base graph G, each edge or node of G is sampled with some
probability p. Given such a random graph process, it is interesting to see how various global connectivity
properties of the graph induced by the sampled edges or nodes change as a function of the sampling prob-
ability p. If G is the complete n-node graph, sampling each edge independently with probability p results
in the classic Erdős-Rényi random graph Gn,p, for which exact thresholds for the formation of a giant com-
ponent, global connectivity, and many other properties have been studied (e.g., in [3]). Thresholds for the
formation of a giant component are further studied more generally in percolation theory [4]—mostly for
graphs G defined by some regular or random lattice. In the context of percolation theory, edge sampling is
called bond percolation whereas vertex sampling is referred to as site percolation.

In the present work, we are interested in how the vertex connectivity of a general graphG changes under
uniform random vertex or edge sampling. For edge connectivity and edge sampling, the analogous question
has been resolved two decades ago. Karger’s seminal result [10] showed that for any λ-edge-connected
graph with n vertices, sampling edges independently at random with probability p = Ω(log(n)/λ) results in
an Ω(λp)-edge-connected subgraph, with high probability1. This was a strong extension of an earlier result
by Lomonosov and Polesskii [13], which stated that sampling each edge with probability Θ(log(n)/λ) leads
to a connected subgraph, w.h.p. These sampling results and their extensions were cornerstone tools for ad-
dressing various important problems such as various min-cut problems [9, 10], constructing cut-preserving
graph sparsifiers [2, 15], max-flow problems [9, 12], and network reliability estimations [11].

As in the case of edge connectivity, studying the vertex connectivity of the subgraph obtained by inde-
pendently sampling vertices or edges of a k-vertex-connected graph is of fundamental interest. However, the
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1We use the phrase ‘with high probability’ (w.h.p.) to indicate that some event has a probability of at least 1− n−Θ(1).
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vertex connectivity case has been recognized as being much harder and progress has been scarce. Until re-
cently, it was not even known whether a Θ(n)-vertex-connected graph stays (simply) connected when nodes
are sampled with probability p = 1/2. Recently, Censor-Hillel et al. [6] showed that a vertex-sampling
probability of p = Ω(log (n)/

√
k) is a sufficient condition for connectivity (w.h.p.), and moreover, that the

remaining vertex connectivity of the sampled subgraph is Ω(kp2/ log3 n), w.h.p. It remained open whether
these two bounds are optimal and what the corresponding bounds for edge sampling look like.

In this paper, we answer these questions and provide tight bounds for the threshold probability for vertex
connectivity and the remaining connectivity under both vertex and edge sampling. For a graph G = (V,E)
and a vertex set S ⊆ V , we denote by G[S] the subgraph of G induced by S.

Theorem 1. Let G = (V,E) be a k-vertex-connected n-node graph, and let S be a randomly sampled
subset of V where each node v ∈ V is included in S independently with probability p ≥ α

√
log(n)/k, for

a sufficiently large constant α. Then the set S is a dominating set and the induced subgraph G[S] has vertex
connectivity Ω(kp2), with probability 1− e−Ω(kp2).

Theorem 1 improves over [6] in two ways. First, it improves over [6, Theorem 1.7], which only proves
simple connectivity for a sampling probability p = Ω(log(n)/

√
k), whereas Theorem 1 guarantees connec-

tivity for p = Ω(
√

log(n)/k). Second, it improves over [6, Theorem 1.4], which proves a remaining vertex
connectivity of Ω(kp2/ log3 n), instead of Ω(kp2).

The following is our result about the vertex connectivity after sampling edges of a given graph. To the
best of our knowledge, no non-trivial result was known prior to this work.

Theorem 2. Let G = (V,E) be a k-vertex-connected n-node graph, and let E′ be a randomly sampled
subset of E where each edge e ∈ E is included in E′ independently with probability p ≥ α log(n)/k, for a
sufficiently large constant α. Then the graph G′ = (V,E′) has vertex connectivity Ω(kp), with probability
1− e−Ω(kp).

In the rest of this section, we first give a brief explanation of why the standard techniques used for
the edge connectivity case do not work for vertex connectivity, and we present a brief explanation of our
approach and how it compares with that of [6]. Then we discuss a simple graph construction that shows the
optimality of the bounds in Theorems 1 and 2, and finally, we state some implications of these results.

1.1 Overview of Analysis

The Challenge. To understand the challenge, we briefly explain why tools with a similar flavor to the ones
used for edge connectivity do not take us far in the vertex connectivity case. The key to most results about
edge sampling is the “cut counting” argument introduced in [8], where it is shown that in a graph of edge
connectivity λ, the number of cuts of size at most αλ is at mostO(n2α). Combined with a standard Chernoff
argument and a union bound over all cuts, this shows that when independently sampling each edge with
probability p = Ω(log(n)/λ), it holds w.h.p. for the subgraph induced by the sampled edges, that the size
of each cut does not deviate from its expectation by more than a constant factor [10]. Hence, in particular,
the edge connectivity of the sampled subgraph is Ω(λp), w.h.p. Unfortunately, the same approach cannot
work for vertex connectivity under vertex or edge sampling, because in graphs with vertex connectivity k,
even the number of minimum vertex cuts can be as large as Θ(2k(n/k)2) [7].

The Old Approach. In [6], the bound on the sampling threshold for (simple) connectivity is obtained by
essentially considering the vertex sampling as a gradual process that happens in phases, and by analyzing the
growth of the connected components throughout this process. More precisely, it is shown that when starting
from a dominating set, if each node is sampled with probability 1/

√
k, then in expectation, the number
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of connected components drops by a constant factor.2 Hence, after O(log n) phases where in each phase
nodes are sampled independently with probability 1/

√
k, and thus after an overall sampling probability of

O(log(n)/
√
k), the subgraph induced by the sampled nodes is connected, w.h.p.

This gradual process is not sufficient on its own for proving values of vertex connectivity higher than
one. To prove higher remaining vertex connectivity while trying to avoid explicitly working on all cuts,
[6] developed the notion of connected dominating set (CDS) packings3. This notion serves as a certificate
for large vertex connectivity (among other applications). Particularly, it is shown that after sampling with
probability p, it is possible to construct a fractional CDS packing of size Ω(kp2/ log3 n). Since the size of
any (fractional) CDS packing of a graph is upper bounded by its vertex connectivity, this directly implies that
the vertex connectivity of the remaining graph is also at least Ω(kp2/ log3 n). While two of the logarithmic
factors in this approach seem to be artifacts of the details in the method, the third one appears to be an
inherent limitation of the method. This is because [6] shows that there are graphs with vertex connectivity
k that have maximum (fractional) CDS packing size of O(k/ log n). Thus, the approach of using a CDS
packing as a witness for the vertex connectivity of the sampled subgraph inherently cannot prove a bound
better than Ω(kp2/ log n).

The New Approach. Our main contribution is a new analysis that establishes a tight lower bound on the
vertex-sampling probability p that preserves simple connectivity. Moreover, we provide a new method that
obtains a lower bound on the remaining vertex connectivity after node sampling, which relies on the bound
for simple connectivity. A similar method yields a lower bound on the remaining vertex connectivity after
edge sampling.

The formal statement of the lower bound on the vertex-sampling probability that preserves simple con-
nectivity is as follows.

Theorem 3. Let G = (V,E) be a k-vertex-connected n-node graph. For an arbitrary 0 < δ < 1, let S
be a randomly sampled subset of V such that each v ∈ V is included in S independently with probability
p ≥ β

√
log(n/δ)/k, for a sufficiently large constant β (independent of n, k and δ). Then, with probability

at least 1− δ, the set S is a connected dominating set of G (and thus graph G[S] is connected).

The sampling probability threshold in the above theorem is expressed in terms of the probability 1 − δ
by which we require that the sampled set be connected. This is an important feature of the theorem, as we
will need to plug exponentially small error probabilities δ to derive our main results.

A key idea in the proof of Theorem 3 is the novel notion of λ-semi-connectivity, which allows for a more
refined analysis than by working directly with connectivity. We call a vertex set S ⊆ V λ-semi-connected if
for every partition of the connected components of G[S] into two parts, there are λ nodes in V \S which are
adjacent to components on both sides of the partition. We observe that if we start with a λ-semi-connected
set S of already sampled nodes, where λ = Θ(

√
k log(n/δ)), then sampling the remaining nodes with

probability p = Θ(log(n/δ)/λ) = Θ(
√

log(n/δ)/k) suffices to obtain a connected dominating set with the
required probability 1− δ. This can be easily shown using techniques similar to those in [1, 6]. The difficult
part is to prove that the above sampling probability p suffices to achieve the desired λ-semi-connectivity in
the first place. This is the main technical contribution of our paper, and is shown by carefully analyzing how
the semi-connectivity of the sampled set grows by adding new random vertices. In particular, we describe
an edge-coloring procedure that takes place along with the sampling process, and we look at a new notion

2A dominating set is a set of nodes such that each node not in this set is adjacent to some node from the set. A graph with vertex
connectivity k has minimum degree at least k, and thus a dominating set is already obtained w.h.p. when sampling with probability
Ω(log(n)/k).

3A fractional CDS packing is a collection of CDSs, each having a weight in the range (0, 1], such that for every node, the sum
of weights of all CDSs to which it belongs does not exceed 1. The size of a packing is the total weight of all CDSs in the collection.
The case of all weights being 1 is simply a CDS packing and its size is the number of CDSs.
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of connectivity between sampled nodes, which we call i-novo-connectivity (for colors i = 1, . . . , λ). The
connection between semi-connectivity and novo-connectivity is that once all sampled nodes are part of a
single i-novo-connected component, the set of sampled nodes is i-semi-connected. In particular, we bound
the number of sampling rounds required to obtain a single λ-novo-connected component, which then gives
the desired property of λ-semi-connectivity.

Theorems 1 and 2 follow relatively easily, once we have established Theorem 3. To show the lower
bound of Theorem 1, on the remaining vertex connectivity after vertex sampling, we view the sampling
with probability p as a two-step process: first sampling with probability 2p, and then subsampling with
probability 1/2. We argue that if the set sampled in the first step did not have sufficiently high vertex
connectivity (with sufficiently high probability), then the two-step sampling would not result in a connected
set with sufficiently high probability, thus contradicting Theorem 3.

The proof of the lower bound of Theorem 2, on the remaining vertex connectivity after edge sampling,
is along similar lines.4 We consider a two-phase sampling process: in one phase edges are sampled with
probability p, and in the other phase vertices are sampled with probability 1/2. We can analyze the process
in two ways. One way is first to argue that vertex sampling with probability 1/2 reduces vertex connectivity
by at most a constant factor, by Theorem 1, implying the same lower bound on edge connectivity, and then
to apply an edge sampling result by Karger [10] to conclude that connectivity is preserved with very high
probability. The second way of analyzing the process is first to bound from below the remaining vertex
connectivity after edge sampling, as in the statement of Theorem 2, and to combine that with the probability
that a minimum vertex cut in the sampled graph survives the subsequent vertex sampling. Comparing the
results of the above two approaches yields the bound of Theorem 2.

1.2 Optimality of our Results

The bound of Theorem 1 is existentially tight up to constant factors, as demonstrated in the following simple
example.5

Proposition 4. Let G be a 2n-node graph consisting of two disjoint n-node cliques connected via a match-
ing of k ≤ n edges. The vertex connectivity of G is k, and when each node is sampled with probability
p ≥ 2 lnn/n, the expected vertex connectivity of the subgraph induced by the sampled nodes is at most
kp2 + o(kp2). If the sampling probability is p = o(

√
log(n)/k), then the subgraph is disconnected6 with

probability at least n−o(1).

Even if one desires the sampled subgraph to be connected with merely a constant probability, our vertex
sampling threshold p = Ω(

√
log(n)/k) is essentially tight as shown by the next simple example.

Proposition 5. LetG be an n-node graph consisting of n/k k-cliques ordered 1 to n/k, where each two con-
secutive cliques are connected via a k-edge matching. We assume that n is a multiple of k, and k < n. Graph
G has vertex connectivity k, and when sampling nodes with probability ω(1/n) < p < o(

√
log(n/k)/k),

the subgraph induced by the sampled nodes is disconnected with probability 1− o(1).

The bound of Theorem 2 is also existentially optimal: Karger’s result from [10] states that the remaining
edge connectivity is Θ(λp) w.h.p. after edge sampling with probability p, when the initial edge connectivity
is λ. Since the vertex connectivity k of a graph is upper bounded by its edge connectivity λ, but there are
also graphs with k = λ, Karger’s result implies, for such graphs, that the remaining vertex connectivity is at
most at most O(λp) w.h.p. after edge sampling with probability p.

4We thank an anonymous reviewer of this journal paper for suggesting to us this simpler proof instead of the one we had initially.
5The proofs of Propositions 4 and 5 are given in Section 4.
6For the purposes of this statement, we consider the empty graph disconnected.
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1.3 Implications

The fact that Theorem 1 proves an Ω(k) remaining vertex connectivity when p = 1/2, combined with the
approach in [6, Section 5], imply the following corollary.

Corollary 6. Any k-vertex-connected n-node graph can be decomposed into Ω(k/ log2 n) vertex-disjoint
connected dominating sets (CDS).

This improves over the Ω(k/ log5 n) bound of [6, Theorem 1.2]. As explained in [6, 5], decomposing
to vertex-disjoint connected dominating sets can be viewed as a decomposition of vertex connectivity. This
makes Corollary 6 the best known counterpart of the famous results of Tutte [16] and Nash-Williams [14]
from 1961 for decomposing edge connectivity; namely that each λ-edge-connected graph contains dλ−1

2 e
edge-disjoint spanning trees. The Ω(k/ log2 n) bound of Corollary 6 is within an O(log n) factor of op-
timal because, as shown in [6], there exist k-connected graphs that cannot be decomposed into more than
Θ(k/ log n) vertex disjoint connected dominating sets. Furthermore, the decomposition stated in Corol-
lary 6 can be computed very efficiently, namely in Õ(m) time where m is the number of edges in the graph,
by combining random sampling with the approach of [5].

In addition, following the connection stated in [5, Section 1.4.1], Corollary 6 implies the best known
approximation of the 1989 conjecture of Zehavi and Itai [17]. This conjecture states that each k-vertex-
connected graph contains k vertex-independent trees, that is, k spanning trees rooted in a node r ∈ V such
that for each vertex v ∈ V , the paths between r and v in different trees are internally vertex-disjoint. We get
the following approximation.

Corollary 7. Any k-vertex-connected n-node graph contains Ω(k/ log2 n) vertex-independent trees.

2 Proofs of Theorems 1 and 2 Assuming Theorem 3

In this section, we prove Theorem 1 and Theorem 2, assuming that Theorem 3 holds. In simple words, the
arguments presented in this section allow us to turn a “very high probability of remaining (simply) connected
after sampling” to a “very likely high vertex connectivity after sampling.”

2.1 Proof of Theorem 1: Vertex Connectivity under Vertex Sampling

Let α = 2β
√

3, where β is the constant in the statement of Theorem 3, and let γ = α−2. We will show
that for vertex-sampling probability p ≥ α

√
log(n)/k, the sampled set S is a dominating set and G[S] has

vertex connectivity at least γkp2, with probability at least 1− 2−γkp
2
.

Assume, towards a contradiction, that the above is not true. That is, for some sampling probability
p ≥ α

√
log(n)/k, with probability greater than 2−γkp

2
, the set S is not a dominating set or G[S] has vertex

connectivity less than γkp2. We show that this contradicts Theorem 3.
Consider a vertex sampling ofG with sampling probability q = p/2, executed in two steps: the first step

is sampling with probability p, and the second is an independent subsampling with probability 1/2.
Let E denote the event that after sampling with probability p, the sampled set S is not a dominating set

or G[S] has vertex connectivity less than γkp2. Then Pr(E) > 2−γkp
2
, by our assumption above. Suppose

event E holds and S is a dominating set, thus G[S] must have vertex connectivity less than γkp2, and
consider a single vertex cut in G[S] of size at most γkp2. During the further 1/2-subsampling, all nodes of
this cut are removed with probability at least 2−γkp

2
, and if this happens then the final sampled set is not a

connected dominating set. Combining this with Pr(E) > 2−γkp
2
, we obtain that vertex sampling of G with

probability q has probability more than 2−2γkp2
to sample a set that is not a connected dominating set.
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On the other hand, by applying Theorem 3 with failure probability δ = 2−2γkp2
, we obtain that vertex

sampling of G with probability at least β
√

log(n/δ)/k, yields a connected dominating set with probability
at least 1− δ = 1− 2−2γkp2

. However, since

β

√
log(n/δ)

k
= β

√
log n

k
+ 2γp2 = β

√
γp

√
log n

kγp2
+ 2 = βα−1p

√
log n

kα−2p2
+ 2 ≤ βα−1p

√
3 =

p

2
= q,

this contradicts the result we showed just before.

2.2 Proof of Theorem 2: Vertex Connectivity under Edge Sampling

We will use the following two results. The first is by Karger [10], and the second is a corollary of Theorem 1.

Proposition 8 ([10]). There are constants ζ, η > 0, such that for any n-node λ-edge-connected graph, inde-
pendent edge sampling with probability p ≥ ζ log(n)/λ yields a spanning subgraph with edge connectivity
at least ηλp, with probability at least 1− 2−ηλp.

Proposition 9. There are constants g, h > 0, such that for any n-node graph with vertex connectivity
k ≥ g log n, vertex sampling with probability 1/2 yields a dominating set which induces a subgraph with
edge connectivity at least hk, with probability at least 1− 2−hk.

Proposition 9 follows from Theorem 1, by letting p = 1/2, and using the fact that the edge connectivity
of a graph is greater than or equal to its vertex connectivity.

Let α = ζ/h and γ = ηh/2, and assume w.l.o.g. that η ≤ 1. Suppose also that k ≥ g log n (otherwise
Theorem 2 holds trivially). We will show that for edge-sampling probability p ≥ α log(n)/k, the sampled
subgraph G′ has vertex connectivity at least γkp, with probability at least 1− 2−γkp+1.

Assume for contradiction that this is not true. Then for some edge-sampling probability p ≥ α log(n)/k,
with probability greater than 2−γkp+1 the sampled graph G′ has vertex connectivity less than γkp.

Consider the following two-phase sampling process onG: First we sample edges with probability p, and
then in the resulting subgraph G′ we sample vertices with probability 1/2. Let E be the event that the vertex
connectivity of G′ is less than γkp; then Pr(E) > 2−γkp+1, by our assumption above. Suppose that event
E holds, and consider a single vertex cut in G′ of size at most γkp. Then in the vertex-sampling phase with
probability 1/2, all nodes of this cut are removed with probability at least 2−γkp, and if this happens then
the final sampled set of vertices is not a connected dominating set. Combining this with Pr(E) > 2−γkp+1,
we obtain that the two-phase sampling process has probability more than 2−2γkp+1 to sample a vertex set
that is not a connected dominating set of G.

Consider now the same sampling process, but with the two phases executed in reverse order: First we
sample vertices with probability 1/2, and if S is the sampled set, we then sample edges from G[S] with
probability p, obtaining a subgraph H of G[S]. The outcome of this sampling process is the vertex set of H .
From Proposition 9, it follows that S is a dominating set and G[S] has edge connectivity at least hk, with
probability at least 1− 2−hk. And from Proposition 8, it follows that, if G[S] has edge connectivity at least
λ = hk, then H is a spanning subgraph of G[S], with probability at least 1 − 2−ηhkp (here we used that
p ≥ α log(n)/k = ζ log(n)/λ, which allows us to apply Proposition 8). Combining these two results, we
obtain that the two-phase sampling process has probability at least 1−2−hk−2−ηhkp to result in a subgraph
H with vertex set S which is a connected dominating set of G.

Observe now that the outcome of the two-phase sampling process should not depend on the order in
which the phases are executed. Comparing then the results above for the two different orders of the phases,
we reach the desired contradiction, because 2−hk+2−ηhkp ≤ 2−2γkp+1. This inequality is obtained by using
that γ = ηh/2 and η ≤ 1.
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3 Proof of Theorem 3: Simple Connectivity under Vertex Sampling

In this section we prove our main technical result, Theorem 3, which establishes a lower bound on the
vertex-sampling probability that preserves (simple) connectivity with a given probability 1− δ.

In Section 3.1, we formally define the notion of semi-connectivity and prove Theorem 3 using a key
lemma on the sampling probability needed to achieve a certain degree of semi-connectivity. This lemma is
at the core of our analysis and is proven in Section 3.2, by introducing the notion of novo-connectivity and
a related edge-coloring process.

3.1 Proof of Theorem 3 via Semi-Connectivity

We start by fixing some basic notation, and defining the key notion of semi-connectivity. We say that a node
u ∈ V is a neighbor of S ⊆ V or is adjacent to S if u is adjacent to some node v ∈ S and u /∈ S. The set of
neighbors of S is denoted by ∂S. An edge or path between two sets S and S′ is one with endpoints u ∈ S
and u′ ∈ S′.

Definition 10 (λ-Semi-Connected Set). A vertex set S ⊆ V is λ-semi-connected, for some λ ≥ 0, if for any
partition of S into two sets T and S \ T with no edges between them, T and S \ T have at least λ common
neighbors, i.e., |∂T ∩ ∂(S \ T )| ≥ λ.

If a set is (λ + 1)-semi-connected, then it is λ-semi-connected, as well. Also, any connected set is
λ-semi-connected for any λ ≥ 0, as the condition in Definition 10 is vacuously true in this case.

Before we proceed to the detailed analysis we provide first some intuition on how semi-connectivity is
relevant to the problem we try to solve.

Intuition for Semi-Connectivity. Consider a natural interpretation of sampling that was introduced for the
problem in [6], in which one looks at the sampling process as slowly adding nodes over time. In particular,
instead of sampling nodes with probability p at once, one samples nodes over multiple, T = Ω(log n),
rounds, where in each round nodes are sampled with some smaller probability q ≈ p/T . This allows to
study and analyze the emergence and merging of connected components, as time progresses and more and
more nodes are sampled.

Let us take a look at a single edge-cut, the canonical bad cut consisting of a k-edge-matching as discussed
in Proposition 4. We emphasize that understanding the behavior of all cuts simultaneously is the part that
makes the problem challenging, but focusing on this single cut should be sufficient for delivering the right
intuition about the key new element in our analysis.

In the cut consisting of a k-edge-matching, in any round, both endpoints of an edge will become sampled
with probability q2. Since there are k such edges, the probability that at least one edge gets sampled in a
round is bounded by kq2. Now, in order for at least one edge of the cut to be sampled w.h.p. in this way over
the course of T rounds, we need that Tkq2 = kp2/T = Ω(log n). Since we assumed T = Ω(log n), this
results in p = Ω(log(n)/

√
k) being a necessary condition. This explains in a very simplified manner why

the argument in [6] does not work for p = o(log(n)/
√
k).

Here, we refine this layer-by-layer sampling by further exploiting that connectivity evolves gradually.
In particular, while the probability of obtaining one complete edge in one round is only q2, and thus quite
small, the number of sampled nodes on each side of the cut grows by roughly kq in each round. Thus, after
λ/kq rounds for some λ = Ω(log n), the number of such nodes is at least λ w.h.p. Each of these nodes
intuitively already goes half way in crossing the cut. In particular, with λ such nodes, there is a chance of λq
per each of the next rounds to complete such a semi-sampled edge into a fully sampled edge that crosses the
cut. This means that after such λ-“semi-connectivity” is achieved, w.h.p. no more than log(n)/λq further
rounds are needed to get an edge crossing the cut to be fully sampled. The optimal value for λ is now chosen
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to balance between the λ/kq rounds to achieve λ-semi-connectivity and the log(n)/λq additional rounds
required to achieve connectivity. This leads to λ =

√
log(n)/k, and results in T = Θ

(√
log(n)/k/q

)
rounds and a sampling probability of p = Θ

(√
log(n)/k

)
being sufficient for a single cut.

In the above description we focused on a single cut. Understanding, however, the behavior of all (the
exponentially many) cuts together turns out to be significantly more complex. Overall, the main technical
challenge in this paper is to develop notions, definitions, and arguments to prove that semi-connectivity
indeed gets established quickly, for all cuts.

Detailed Analysis. We now describe in detail how to obtain Theorem 3 by analyzing semi-connectivity.
At a high level, the process of sampling consists of three parts for obtaining: (i) domination, (ii) λ-semi-
connectivity for a λ = Θ(

√
k log(n/δ)), and (iii) connectivity. Establishing domination is trivial, and

the proof of connectivity after having λ-semi-connectivity follows easily from the layer-by-layer analysis
of [6]. The key challenge is to prove λ-semi-connectivity. Precisely, we show that sampling with probability
Θ(λ/k) suffices to increase the semi-connectivity of a dominating set by an additive term of λ, for λ =
Ω(log n).

We start by the simple observation that adding a node from V \ S to a λ-semi-connected set S does not
break semi-connectivity, provided that S is a dominating set.

Claim 11. If S ⊆ V is a λ-semi-connected dominating set, then for any node u ∈ V \ S, the set S ∪ {u} is
also a λ-semi-connected dominating set.

Proof. Since S is a dominating set, so is the set S′ = S ∪ {u}. Next, we show that S′ is λ-semi-connected.
Consider any partition of S′ into two sets T ′ and S′ \ T ′, such that these sets have no edges between them.
We show that T ′ and S′ \T ′ have at least λ common neighbors. We assume w.l.o.g. that u ∈ T ′. We observe
that T ′ 6= {u}, because S is a dominating set and thus if T ′ = {u} then there would be an edge between T ′

and S′ \ T ′. Thus, the set T = T ′ \ {u} is non-empty, and the two sets T and S \ T = S′ \ T ′ constitute a
partition of S. We have that T and S \ T have no edges between them, for otherwise the same edge would
also connect T ′ and S′ \ T ′. Since S is λ-semi-connected, there are at least λ common neighbors for T and
S \ T . Each of these nodes is also a common neighbor for T ′ and S′ \ T ′, because it cannot be equal to u
(otherwise there is an edge between T ′ and S′ \T ′). Since this holds for any such partition, this implies that
S′ is λ-semi-connected.

Next we show that, if we start with a set S of nodes that is a λ-semi-connected dominating set, then it
suffices to sample the remaining nodes with probability Θ(log(n/δ)/λ) to end up with a connected domi-
nating set with probability 1− δ.

Lemma 12. Let S ⊆ V be a λ-semi-connected dominating set. Sampling each remaining node u ∈ V \ S
with probability logγ(n/δ)/λ, where γ = 2e

e+1 , yields a set S′ such that S ∪ S′ is a connected dominating
set with probability at least 1− δ.

Proof. We perform sampling in rounds, where in each round every node that has not been sampled yet is
sampled with probability 1/λ. The total number of rounds is r = logγ(n/δ), thus the probability for any
given node u ∈ V \ S to be sampled in one of those rounds is at most r/λ = logγ(n/δ)/λ, as required
by the lemma statement. Let Si, for 0 ≤ i ≤ r, denote the set consisting of all nodes sampled in the first
i rounds and all u ∈ S (so S0 = S). Further, let Xi denote the number of connected components of the
induced subgraph G[Si]. We bound E[Xi] next.

Fix set Si and suppose that G[Si] is disconnected, i.e., Xi > 1. Since S is a λ-semi-connected domi-
nating set, Si is also a λ-semi-connected dominating set, by Claim 11. Hence, each connected component
C of G[Si] has at least λ common neighbors with other connected components. If any of those common
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neighbors gets sampled in round i + 1, then C is merged with another component. Then the probability of
C to get merged in round i + 1 is at least 1 − (1 − 1/λ)λ ≥ 1 − 1/e. Since the drop Xi − Xi+1 in the
number of connected components in round i + 1 is at least half the total number of connected components
that get merged with another component, it follows that

E[Xi −Xi+1 | Si] ≥
1− 1/e

2
·Xi = (1− 1/γ)Xi.

This inequality assumes that Xi > 1 (notice that Xi is fixed because Si is fixed). To lift this assumption we
define the random variables Yi = Xi − 1 and work with them instead. We have

E[Yi − Yi+1 | Si] = E[Xi −Xi+1 | Si] ≥ (1− 1/γ)Xi ≥ (1− 1/γ)Yi.

The above inequality E[Yi − Yi+1 | Si] ≥ (1 − 1/γ)Yi also holds (trivially) when Xi = 1, since then
Yi = 0. Taking now the unconditional expectation yields E[Yi − Yi+1] ≥ (1 − 1/γ)E[Yi], which implies
E[Yi+1] ≤ E[Yi]/γ. Applying this inequality repeatedly gives

E[Yr] ≤ E[Y0]/γr ≤ n/γr,

since Y0 < n. This yields E[Yr] ≤ n/γr = δ, as r = logγ(n/δ). By Markov’s inequality then we obtain
Pr(Yr > 0) = Pr(Yr ≥ 1) ≤ E[Yr]/1 ≤ δ. Therefore, the probability that there is only one connected
component by the end of the last round is at least 1− δ.

Lemma 12 requires that we start with a set S of (already sampled) nodes which is a λ-semi-connected
dominating set. To achieve domination (but not λ-semi-connectivity) with probability at least 1 − δ, it
suffices to sample nodes with probability Θ(log(n/δ)/k) (recall, k is the vertex connectivity of the graph):

Lemma 13. Sampling each node with probability ln(n/δ)/k yields a dominating set with probability at
least 1− δ.

Proof. From the k-vertex-connectivity of the graph, it follows that each node has degree at least k. Thus the
probability for a given node that none of its neighbors gets sampled is at most

(
1− ln(n/δ)

k

)k ≤ e− ln(n/δ)
k
·k =

δ
n . By the union bound, the probability that this happens for at least one of the n nodes is at most δ.

It remains to bound the sampling probability needed to achieve λ-semi-connectivity. This is the key part
in our analysis. In particular, we show that a sampling probability of Θ((λ + log n)/k) suffices to achieve
λ-semi-connectivity. Section 3.2 is dedicated to the proof of this result, which is formally stated as follows.

Lemma 14 (Key Semi-Connectivity Claim). Let S ⊆ V be a dominating set. Sampling each remaining
node u ∈ V \ S with probability 16λ/k yields a set S′ such that S ∪ S′ is a λ-semi-connected dominating
set with probability at least 1− n/2λ.

We now have all the ingredients to prove Theorem 3.

Proof of Theorem 3. If k = O(log(n/δ)) then the theorem holds trivially by choosing the constant β such
that β

√
log(n/δ)/k ≥ 1. Below we assume that k > log(3n/δ).

We consider three phases. First, we sample nodes with probability ln(3n/δ)/k, and from Lemma 13 we
have that the resulting set, denoted S1, is a dominating set with probability 1− δ/3.

In the next phase, we sample the remaining nodes u ∈ V \ S1 with probability 16λ/k, for λ =√
k log(3n/δ). From Lemma 14 it follows that if S1 is a dominating set, then the set S2 of all nodes

sampled in the first two phases is a λ-semi-connected dominating set with probability 1 − n/2λ. Note that
1− n/2λ ≥ 1− δ/3, because λ =

√
k log(3n/δ) ≥ log(3n/δ), as we have assumed k > log(3n/δ).
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In the last phase, we sample the remaining nodes u ∈ V \ S2 with probability logγ(n/δ)/λ, and obtain
from Lemma 12 that the probability for the set S3 of nodes sampled in the three phases to be a connected
dominating set is at least 1− δ/3, provided that S2 is a λ-semi-connected dominating set.

A union bound over all three phases shows that the probability of ending up with a connected dominating
set S3 is indeed 1− δ, and the total sampling probability is at most

ln(3n/δ)

k
+

16
√
k log(3n/δ)

k
+

logγ(n/δ)√
k log(3n/δ)

,

which is O
(√

log(n/δ)/k
)
.

3.2 Proof of Lemma 14: Sampling Threshold for λ-Semi-Connectivity

We assume that sampling is performed in rounds. In each round, each node not sampled yet is sampled with
probability 1/k. Within a round, the sampling of nodes is done sequentially, in steps, with a single node
considered for sampling at each step (the order in which nodes are considered in a round can be arbitrary).
We will denote by St the set containing all nodes sampled in the first t steps and all nodes u ∈ S (so
S0 = S). To simplify notation we will say that the nodes u ∈ S were also ‘sampled’, before the first step.

Along with the sampling process, we consider a procedure that colors the edges of the graph. We
describe this procedure and the related notion of novo-connectivity next.

Edge-Coloring Procedure. At any point in time, each edge has a color from the set {black, gray, white,
color-1, . . . , color-λ}. The same color can be used for more than one edge, and the color of an edge may
change during the sampling process.

We have the following coloring initially: Edges with both endpoints in S0 = S are black; the edges
between S and V \ S are gray; and all remaining edges (between nodes from V \ S) are white. There are
no color-i edges initially, for 1 ≤ i ≤ λ.

In each step of the sampling process, some edges may change color. The possible changes are that white
edges may switch to color-i, for some i, and edges of any color may switch to black. At any point in time
we have the following invariants:

• An edge is black iff both its endpoints belong to the set St of nodes sampled up to that point.

• If an edge is gray or of color-i, for some i, then exactly one of its endpoints is in St and the other in
V \ St.

• If both endpoints of an edge are in V \ St then this edge is white. (But it is possible for a white edge
to have one endpoint in St and the other in V \ St.)

Before we describe precisely the color changes that take place in each step we must introduce the key
concept of novo-connectivity. In the following definition, a path is not necessary simple, i.e., it may visit the
same vertex more than once.

Definition 15 (i-Novo-Connectivity). A path between two sampled nodes is an i-novo-path, for some 1 ≤
i ≤ λ, if (1) each edge along the path has a color from the set {black, gray, color-i}, and (2) for any two
consecutive edges whose common endpoint is not sampled, at least one of them is a color-i edge (the other
edge is then either color-i or gray). Two sampled vertices are i-novo-connected if there is a (not necessarily
simple) i-novo-path between them. An i-novo-connected component, or simply i-novo-component, is a
maximal subset of the sampled nodes such that any two nodes in that set are i-novo-connected.
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The definition of i-novo-connectivity does not require that two i-novo-connected nodes have a simple
i-novo-path between them. Moreover, this is not implied by Definition 15: e.g., consider a non-simple
i-novo-path uxyzxv, where all nodes except for x are sampled, edges ux and xv are gray, and edges xy
and zx are color-i; the simple path uxv is not an i-novo-path, because it does not satisfy Condition (2).
Nevertheless, for the specific rules we use for updating the edge colors, described below, it can be shown
that a simple i-novo-path exists between any two i-novo-connected nodes. This result is not needed for our
analysis, but is an interesting property, which may be useful for other application of this technique. For that
reason, the proof of this result is given in the appendix (see Lemma 28).

We now describe the color changes that take place during step t ≥ 1. Suppose that node u /∈ St−1 is
considered for sampling in step t. If u is not sampled in that step, i.e., St = St−1, then there are no color
changes. If u is sampled, i.e., St = St−1 ∪ {u}, all edges uv with v ∈ St−1 become black, and then the
following λ sub-steps are performed. In each sub-step i = 1, . . . , λ, some edges incident to u may switch
from white to color-i. Precisely, an edge uv switches to color-i in sub-step i of step t if all the conditions
below hold simultaneously:

1. uv is white before sub-step i.

2. v is adjacent to only one i-novo-component at the beginning of step t—we say v is an exclusive
neighbor of that component.

3. u is not adjacent to the same i-novo-component as v at the beginning of step t.

We also have the additional rule:

4. If there are more than one node v that satisfy the three conditions above and are adjacent to the same
i-novo-component at the beginning of step t, then only one edge uv is colored with color-i (choosing
an arbitrary one among those nodes v).

Intuition for Novo-Connectivity. We provide now some intuition on how the notion of novo-connectivity
and the edge-coloring procedure defined above are used to establish the sampling probability threshold for
λ-semi-connectivity described in Lemma 14.

We consider how i-novo-components evolve over time as sampling proceeds. First, we argue that even-
tually all sampled nodes belong to a single i-novo-component, for any i ∈ {1, . . . , λ}. Then we show how
this implies that the set of sampled nodes is λ-semi-connected.

Initially, when there are only black, white, and grey edges, the i-novo-components are precisely the
connected components ofG[S]. As more nodes are sampled, the i-novo-components expand and also merge
with other i-novo-components.

To obtain a lower bound on the rate at which the number of i-novo components drops, we focus on just
two ways in which two i-novo-components can merge into a single component: (1) a common neighbor of
them gets sampled; (2) a neighbor u of the one component gets sampled, and then an edge between u and
an exclusive neighbor v of the second component gets colored color-i. In the latter, the requirement of the
edge-coloring procedure that v must be an exclusive neighbor of the second component in order for uv to
get colored implies (together with the fact that S is a dominating set) that v has a gray edge to some node w
of that component. Therefore, an i-novo-path uvw is created between u and the second i-novo-component.

Based on the above two ways of merging, we compute a lower bound on the probability that a given i-
novo-component C merges with another i-novo-component in a round. For that we identify a set of ‘critical’
nodes for C, such that sampling any of those nodes would result in C being merged with another i-novo-
component. From the k-vertex-connectivity of G, it follows that there are at least k internally-disjoint paths
from C to other i-novo-components. By taking the k shortest such internally-disjoint paths, we can easily
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argue (using that S is a dominating set) that each of these paths has length 2 or 3: For a path of length 2,
the internal node is a common neighbor of C and another i-novo-component; for a path of length 3, the first
internal node is an exclusive neighbor of C, and the second a neighbor of another i-novo-component. Call
the single internal node of each of the paths above with length 2 a 1-critical node for C, and the second
internal node of each path with length 3 a 2-critical node for C; recall that all these k nodes are disjoint.

Since each of the critical nodes for C gets sampled independently with probability 1/k in a round, it
follows that at least one of them is sampled with probability 1 − (1 − 1/k)k ≥ 1 − 1/e. We would like
to argue that if any of these nodes gets sampled then C gets merged. This is definitely the case when a
1-critical node gets sampled. However, this is not always the case when some 2-critical node u for C gets
sampled. The reason is that in the latter case, u may also be a 2-critical node for a j-novo-component C ′,
for some j 6= i, such that for both C and C ′, we need to color the same edge uv with color-i or color-j,
respectively, in order for the corresponding component to get merged. However, the edge can get only one
of the two colors, and the rules of the edge-coloring procedure give precedence to color-j over color-i in a
round, if j < i (as sub-step j is executed before sub-step i).

This has two implications: First, by giving precedence to smaller colors, we obtain that any two i-novo-
connected nodes are also j-novo-connected, if j < i. (We use this later to argue that if all sampled nodes
belong to a single λ-novo-component, they also belong to a single i-novo-component, for any i ≤ λ; we
also use it again at the end of the proof.) The second implication we establish is that if a 2-critical node u
for C gets sampled but C does not get merged, then some distinct j-novo-component gets merged instead,
for some j < i.

If it were the case that sampling a critical node for an i-novo-component C would always result in C
being merged with another i-novo-component, we could easily conclude that after Θ(log n) rounds (and a
total sampling probability of Θ(log(n)/k)), there would be just a single i-novo-component: in each round,
the number of i-novo-components drops by a constant factor in expectation. But instead, we have that
sampling a critical node for an i-novo-component C only ensures that some distinct j-novo-component,
where j ≤ i, gets merged. We provide a more refined argument establishing that in a round, the expected
decrease in the total number of j-novo-components with j ≤ i, is bounded from below by a linear function
of the current number of i-novo-components. This implies that after Θ(log n+i) rounds there is just a single
i-novo-component. Hence, for λ = Ω(log n), there is just a single λ-novo-component after Θ(λ) rounds,
and thus a single i-novo-component, for any i ≤ λ.

We have now finished the informal presentation of the argument that eventually (i.e., after Θ(λ) rounds)
all sampled nodes belong to a single i-novo-component, for any i ≤ λ. We still need to explain how this
yields the desired λ-semi-connectivity for the set of sampled nodes.

Suppose all sampled nodes belong to a single i-novo-component, for each i ≤ λ. This implies that
for any partition of the sampled nodes to sets A and B with no edges between them, there is at least one
i-novo-path between A and B. From the assumption that S is a dominating set, it follows easily (using just
the definition of i-novo-connectivity) that there is an i-novo-path between A and B that has length 2: one
endpoint of this path is in A, the other in B, and its internal node is not sampled; one of the two edge of
the path is color-i while the other is color-i or gray. To establish the desired λ-semi-connectivity of the set
of sampled nodes, we argue that there are λ such paths of length 2, one for each i ∈ {1, . . . , λ}, which are
internally disjoint. This implies thatA andB have (at least) λ common neighbors. In particular, we consider
for each i, the first such path created. We sketch the argument next.

Let uiwivi denote the first i novo-path of length 2 created between A and B (we assume ui ∈ A
and vi ∈ B). We must argue that all nodes wi, 1 ≤ i ≤ λ, are distinct. Suppose for contradiction that
wi = wj = w, for some j < i. At the time when i-novo-path uiwvi is created, one of its edges gets
colored with color-i; suppose wvi is that edge. First observe that edge wvj must be color-j eventually:
if not, it must be gray, as ujwvj is an j-novo-path; but at the point when wvi gets colored color-i, w
must be an exclusive neighbor of an i-novo-component, and if wvj is gray, it follows that ui and vj are
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at the same i-novo-component at that time, and thus there was already an i-novo-path between ui ∈ A
and vj ∈ B, contradicting the assumption that uiwivi was the first such path. Moreover, for the same
reason vi must have been sampled before vj . This implies that i-novo-path uiwvi was created before the
j-novo-path ujwvj . Hence, the first i-novo-path between A and B was created before the first j-novo-path
between them. However, this contradicts the earlier fact that if two nodes are i-novo-connected they are also
j-novo-connected, for any j < i.

Road-map of the Rest of the Proof. The remainder of the proof of Lemma 14 unfolds in a series of
claims. In Claim 16, we identify the set of i-novo-components that merge in a single step t, and then we
prove that at any step each i-novo-component is a subset of an (i− 1)-novo-component, in Claim 17. Next
we introduce the notion of a critical node for an i-novo-component (Definition 18), and show that the number
of critical nodes for each i-novo-component is at least equal to the vertex connectivity k, in Claim 19. In
Claims 20–22 we show that the drop in the total number of j-novo-components in a round, for all j ≤ i, is
bounded from below by half the number of i-novo-components for which a critical node is sampled in the
round. Then we bound from below the expected value of that drop using Claim 19, in Claims 23 and 24,
and use this result in Claim 25 to bound by O(λ) the number of rounds before there is just a single λ-novo-
component. At that time, by Claim 17, there is just a single i-novo-component, for any i ≤ λ. Finally, in
Claim 27, we show that having just a single i-novo-component for each i ≤ λ, implies λ-semi-connectivity,
concluding the proof of Lemma 14.

Two distinct i-novo-components merge into a single i-novo-component if an i-novo-path is created
between them. In a step, this happens when a common neighbor of the two components is sampled, or
when a neighbor u of the one component is sampled and an edge uv to an exclusive neighbor v of the other
component is colored with color-i, as explained in the next claim.

Claim 16. Suppose that in step t node u is sampled, and C is the set of all i-novo-components C at the
beginning of step t for which u is adjacent to C, or u is adjacent to an exclusive neighbor v of C and edge
uv is colored with color-i in step t. Then all C ∈ C merge into a single i-novo-component

(⋃
C∈C C

)
∪{u}

in step t, while the remaining i-novo-components do not change.7

Proof. Let u1, . . . , ur ∈ St−1 be the neighbors of u that are already sampled before step t. Let D1, . . . , Dr

denote the i-novo-components to which u1, . . . , ur, respectively, belong to at the beginning of step t (these
components are not necessarily distinct). When u is sampled, all edges uuj , for 1 ≤ j ≤ r, become black,
and a new i-novo-component D = {u} ∪D1 ∪ · · · ∪Dr is formed, replacing D1, . . . , Dr. Other than that,
no additional merges of i-novo-components occur before the first sub-step, since for any neighbor v /∈ St−1

of u, edge uv was white before step t, and remains white until the first sub-step.
During the first i−1 sub-steps of step t, the i-novo-components do not change as the sets of black, gray,

and color-i vertices do not change.
Consider now sub-step i, and suppose that edges uv1, . . . , uv` are colored with color-i in this sub-step.

Let 1 ≤ j ≤ `. From the edge-coloring procedure, it follows that vj is an exclusive neighbor of some
i-novo-component Cj at the beginning of step t (Rule 2), and u is not adjacent to Cj (Rule 3). Since u is not
adjacent to Cj , the i-novo-component Cj does not change between the beginning of step t and the beginning
of sub-step i, as we saw above.

We claim that an i-novo-path is created between u and Cj in sub-step i: Let wj be a node in Cj ∩ S
that is adjacent to vj (recall that S is the set of nodes we start with, before the sampling). The node wj
exists, because S is a dominating set so there must be a node in S which is adjacent to vj , and that node

7If C consists of a single i-novo-component C, then C is just replaced by C ∪ {u}. It is not possible that C = ∅, as St−1 is a
dominating set.
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must belong to Cj because vj is an exclusive neighbor of Cj . Therefore, the edge wjvj must be gray since
wj ∈ S and vj /∈ St. Since the edge uvj is colored with color-i, this implies an i-novo-path between u and
wj , and thus between u and Cj .

It follows that a new i-novo-componentD∪C1∪· · ·∪C` is formed in sub-step i, replacingD,C1, . . . , C`.
Other than that, no additional merges of i-novo-components occur in sub-step i: if an i-novo-component C
is not adjacent to u or to some node v for which edge uv is colored in sub-step i, then no edges incident
to C or to C’s neighbors change color, thus no new i-novo-paths are created between C and other i-novo-
components.

Finally, in the remaining sub-steps of step t after sub-step i the i-novo-components do not change.
The claim then follows by observing C consists precisely of the i-novo-components D1, . . . , Dr and

C1, . . . , C`.

Next we show that if two nodes are i-novo-connected, they are also (i− 1)-novo-connected.

Claim 17. At any step, each i-novo-component is a subset of some (i− 1)-novo-component, for 2 ≤ i ≤ λ.

Proof. The proof is by induction on the number of steps t. The base case holds because when t = 0, there
are only white, black, and gray edges, implying that an i-novo-component is also a j-novo-component, for
any i, j ∈ {1, . . . , λ}. Next we assume that the claim holds after the first t− 1 steps and consider step t.

Suppose node u is sampled at step t, and let Cj be the set of all j-novo-components C at the beginning
of step t, for which u is adjacent to C, or u is adjacent to an exclusive neighbor v of C and edge uv is
colored with color-j in step t. From Claim 16, it follows that in step t, all i-novo-components C ∈ Ci
merge into a single i-novo-component A =

(⋃
C∈Ci C

)
∪ {u}, and similarly all (i − 1)-novo-components

C ∈ Ci−1 merge into a single (i − 1)-novo-component B =
(⋃

C∈Ci−1
C
)
∪ {u}, while the remaining

i-novo-components and (i− 1)-novo-components do not change in step t. Then to prove the claim it suffice
to show thatA ⊆ B. From the induction hypothesis, for each C ∈ Ci, there is some (i−1)-novo-component
C ′ ⊇ C at the beginning of step t; we will show that C ′ ∈ Ci−1. This then implies A ⊆ B.

If u is adjacent to C ′, then by definition C ′ ∈ Ci−1, so suppose that u is not adjacent to C ′. We must
show that some edge uv′ is colored with color-(i − 1), where v′ is an exclusive neighbor of (i − 1)-novo-
component C ′ at the beginning of step t: Since u is not adjacent to C ′ and C ⊆ C ′, u is not adjacent to
C either. Then u is adjacent to some exclusive neighbor v of C, and edge uv is colored with color-i in
sub-step i. We claim that edge uv fulfilled all the requirements for becoming color-(i− 1) in sub-step i− 1
(Rules 1–3): uv was white before sub-step i − 1, since it was white before sub-step i (otherwise uv would
not be colored with color-i in sub-step i); v was an exclusive neighbor of (i− 1)-novo-component C ′ at the
beginning of step t, since it was an exclusive neighbor of i-novo-component C at the beginning of step t,
and C ⊆ C ′; and we have assumed that u is not adjacent to C ′.

Since edge uv was not colored in sub-step i − 1, despite satisfying the above requirements, it must be
that by Rule 4, some other edge uv′ was colored with color-(i− 1) in sub-step i− 1, where v′ was also an
exclusive neighbor of (i− 1)-novo-component C ′ at the beginning of step t. Therefore, C ′ ∈ Ci−1.

Next we define the notion of a critical node for an i-novo-component, and show that each i-novo-
component has at least k such critical nodes, where k is the vertex connectivity of the graph.

Definition 18 (Critical Nodes). Let C be an i-novo-component at the beginning of round r. A node u is
critical for C in round r, if it is not sampled before round r, and one of the following two conditions holds
at the beginning of round r: (1) u is a non-exclusive neighbor of C, i.e., u is adjacent to C and also to some
i-novo-component D 6= C; or (2) u is not adjacent to C and is adjacent to some exclusive neighbor of C.

Claim 19. If C is an i-novo-component at the beginning of round r, and there is more than one i-novo-
component at that time, then there are at least k critical nodes for C in round r.
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Proof. Since the graph is k-vertex-connected, there are k internally-disjoint paths between C and other i-
novo-components. Consider a collection of k such internally-disjoint paths, P = {p1, . . . , pk}, for which
their summed length is minimized. These paths have the following properties.

• If path pj ∈ P has length two, that is, pj = uxv, where u ∈ C and v ∈ D for some i-novo-component
D 6= C, then x is a common (non-exclusive) neighbor of C and D. Thus, x is a critical node for C.

• If path pj ∈ P has length three, that is, pj = uyzv, where u ∈ C and v ∈ D for an i-novo-component
D 6= C, we argue that y is an exclusive neighbor of C and z is not adjacent to C, thus z is a critical
node for C: If y is not an exclusive neighbor of C, then it is a non-exclusive neighbor of C, i.e., there
is an i-novo-component D′ 6= C and a node v′ ∈ D′ such that y and v′ are neighbors. Then path uyv′

is shorter than pj and internally-disjoint with all other paths pm, m 6= j, contradicting the minimality
of P ; thus y must be an exclusive neighbor of C. If z is adjacent to C, i.e., it is adjacent to some
u′ ∈ C, then path u′zv is shorter than pj , and again we reach a contradiction as before; thus z cannot
be adjacent to C.

• No path pj ∈ P has length greater than three. Suppose, for contradiction, that pj has length greater
than three, and let w be the last node in this path that is adjacent to C. If w is a non-exclusive neighbor
of C, then it follows that we can replace pj by a path of length two with internal node w. If w is an
exclusive neighbor of C, and s is the next node in path pj after w, then s must be adjacent to some
other i-novo-component, because the set of sampled nodes is a dominating set and s is not adjacent to
C. In this case, we can replace pj by a path of length three with internal nodes w, s. So, in both cases
we have a contradiction on the minimality of P .

It follows that each of the k internally-disjoint paths pj ∈ P has an internal node which is critical for C in
round r, and this implies the claim.

Next bound from below the drop in the number of j-novo-components in a round, for j ≤ i, in terms of
the number of i-novo components for which some critical node is sampled in the round. We start with an
auxiliary claim, which shows some properties of the edges that are colored in the sub-steps of a step t.

Claim 20. Suppose that in step t node u is sampled, and C is the set of all i-novo-components at the
beginning of step t for which u is not adjacent to C and is adjacent to an exclusive neighbor of C.

(a) For each edge uv that is colored with color-i in step t, node v is an exclusive neighbor of a distinct
i-novo-component C ∈ C at the beginning of step t.

(b) For each i-novo-component C ∈ C, some edge uv is colored with a color from {color-1, . . . , color-i}
in step t, where v is an exclusive neighbor of C at the beginning of step t.

We remark that (a) implies that for each i-novo-component C, at most one edge uv is colored with
color-i in step t, where v is adjacent to C. Also (b) implies that the total number of edges uv that are colored
with some color from {color-1, . . . , color-i} is at least |C|.

Proof. We show (a) first. Suppose edge uv is colored with color-i in step t. From of the edge-coloring
procedure, v must be an exclusive neighbor of some i-novo-componentC at the beginning of step t (Rule 2),
and u is not adjacent to C (Rule 3). Thus, C ∈ C. Further, if another edge uv′, with v′ 6= v, gets colored in
step t with color-i, then v′ cannot be an exclusive neighbor of C, otherwise Rule 4 would be violated, as it
implies that v and v′ are not adjacent to the same i-novo-component at the beginning of step t.

Next we prove (b). For an i-novo-componentC ∈ C, let v be an exclusive neighbor ofC at the beginning
of step t which is adjacent to u (there must be at least one such v, as C ∈ C). Suppose that edge uv is not
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colored with a color from {color-1, . . . , color-i} in step t. Edge uv is white before step t, as neither of u, v is
sampled by that time, and is still white after the first i sub-steps by the above assumption. Then uv fulfilled
all requirements for becoming color-i in sub-step i (Rules 1–3): edge uv was white before sub-step i; v was
an exclusive neighbor of i-novo-component C at the beginning of step t; and u is not adjacent to C. Since
uv is still white after sub-step i, it must be that, by Rule 4, some edge uv′ was colored in sub-step i, where
v′ was another exclusive neighbor of C at the beginning of step t.

The next claim shows that if some critical node for an i-novo-component C is sampled in round r, but
C does not merge with other i-novo-components in this round, then some edge to an exclusive neighbor of
C is colored with color-j, where j < i.

Claim 21. Suppose that C is an i-novo-component at the beginning of round r, and some critical node for
C is sampled in this round. Suppose also that C does not merge with other i-novo-components in round r.
Then there is a step t of round r, in which a node u is sampled, and some edge uv is colored with color-j,
where j ≤ i− 1 and v is an exclusive neighbor of C at the beginning of round r.

Proof. Let t be the earliest step of round r in which some critical node for C is sampled, and let u be the
node sampled in this step. From the assumption that C does not merge with another i-novo-component in
round r, it follows that u cannot be a non-exclusive neighbor of C at the beginning of round r, as this would
imply that u was also adjacent to some other i-novo-component D 6= C at that time, and thus sampling u
would create a black path between C and D.

Hence, from Definition 18, we know that u is not adjacent to C and is adjacent to an exclusive neighbor
v of C at the beginning of round r. Node u is also adjacent to some i-novo-component D 6= C at the
beginning of round r, as u is not adjacent to C and the union of all i-novo-components is a dominating set.
This implies that u is not adjacent to C ′, otherwise sampling u would create a black path between C ′ and
D, and thus an i-novo-path between C and D.

We now argue that the exclusive neighbor v of C which is adjacent to u at the beginning of round r is
also an exclusive neighbor of C ′ at the beginning of step t: First, v is not sampled before step t, otherwise
v would belong to C ′, and u would be adjacent to C ′. Thus v is adjacent to C ′. Second, v cannot be a
non-exclusive neighbor of C ′, otherwise some neighbor u′ of v must be sampled before step t in round r,
where u′ is not adjacent to C ′, implying that u′ is not adjacent to C, and thus u′ must be a critical node for
C for round r. But this contradicts assumption, that u is the earliest-sampled critical node for C in round r.

We have thus far established that u is not adjacent to i-novo-component C ′ and is adjacent to node v
which is an exclusive neighbor of C ′ at the beginning of step t. From Claim 20(b) then it follows that some
edge uv′ is colored with color-j in step t, where j ≤ i and v′ is an exclusive neighbor of C ′ at the beginning
of step t. To complete the proof of the claim it suffice to show that j 6= i, and that v′ is also an exclusive
neighbor of C at the beginning of round r.

If edge uv′ above was colored with color-i, then Claim 16 would imply thatC ′ merges with other i-novo-
components in step t (in particular, at least with the i-novo-components adjacent to u at the beginning of
step t). This contradicts the assumption that C (and thus C ′) does not merge with other i-novo-components
in round r. Thus uv′ is colored with color-j for some j ≤ i− 1.

Finally, we show that v′ is an exclusive neighbor of C at the beginning of round r. Suppose otherwise,
towards a contradiction. Then v′ is not adjacent to C or is a non-exclusive neighbor of C at the beginning
of round r. In either case, v′ must be adjacent to some i-novo-component D 6= C at the beginning of round
r, where in case v′ is not adjacent to C, this is true because the union of i-novo-components is a dominating
set. But then v′ is also adjacent to some i-novo-component D′ ⊇ D at the beginning of step t, contradicting
the assumption that v′ is an exclusive neighbor of C ′.

For 1 ≤ i ≤ λ and r ≥ 0, let Xi,r denote the number of i-novo-components after the first r rounds.
Thus the drop in the number of i-novo-components in round r ≥ 1 is Xi,r−1 −Xi,r.
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Claim 22. For any 1 ≤ i ≤ ` and r ≥ 1, we have that 2 ·
∑i

j=1(Xj,r−1 − Xj,r) is at least equal to the
number of i-novo-components at the beginning of round r for which a critical node gets sampled in round r.

Proof. Let a be the number of i-novo-components at the beginning of round r for which some critical node is
sampled in round r. Among these, let C1, . . . , Cb be the i-novo-components which do not merge with other
i-novo-components in round r. Hence the remaining a− b merge with at least one other i-novo-component.

From Claim 21, we have that for each i-novo-component Cs, 1 ≤ s ≤ b, there is a step ts, in which
some node us is sampled and an edge usvs is colored with color-js, where js ≤ i− 1 and vs is an exclusive
neighbor of Cs at the beginning of round r.

Observe that nodes vs, 1 ≤ s ≤ b, are distinct as they are exclusive neighbors of different i-novo-
components at the beginning of round r. On the other hand, nodes us, 1 ≤ s ≤ b, are not necessarily
distinct.

Fix a step t and some j ∈ {1, . . . ,≤ i − 1}, and suppose that node u is sampled in step t. Let I(t, j)
be the set of all s ∈ {1, . . . , b} for which ts = t and js = j (then us = u, as well); assume I(t, j) 6= ∅.
Then all edge uvs, s ∈ I(t, j), are colored with color-j in step t. By applying Claim 20(a) for these edges,
we obtain that each node vs, s ∈ I(t, j), is an exclusive neighbor of a distinct j-novo-component Ds at the
beginning of step t, and u is not adjacent to Ds.

To recap, for each s ∈ I(t, j), Ds is a distinct j-novo-components at the beginning of step t, the node u
sampled in step t is adjacent to exclusive neighbor vs of Ds and not adjacent to Ds, and edge uvs is colored
with color-j in step t. Claim 16 then implies that all Ds, s ∈ I(t, j), merge into a single j-novo-component.
In fact, the total number of j-novo-components that merge in step t is at least |I(t, j)| + 1 as u must be
adjacent to at least one j-novo-component D at the beginning of step t, and D is distinct from any Ds, as
Ds is not adjacent to u. Therefore, the drop in the number of j-novo-components in step t is at least |I(t, j)|.

Applying the above to all steps t of round r and all j ≤ i − 1, and summing the corresponding drops,
we obtain

∑i−1
j=1(Xj,r−1 −Xj,r) ≥ b.

Recall that among all i-novo-components at the beginning of round r for which a critical node is sampled
in round r, a − b of them merge with some other i-novo-component in round r. This implies that the drop
in the number of i-novo-components in round r is Xi,r−1 −Xi,r ≥ (a− b)/2.

It follows that
∑i

j=1(Xj,r−1 −Xj,r) ≥ (a+ b)/2 ≥ a/2.

We will use Claims 19 and 22 to show next that the expected drop in a round of the total number of
j-novo-components for all j ≤ i is bounded from below by a linear function in the expected number of
i-novo-components at the beginning of the round.

Claim 23. For any 1 ≤ i ≤ λ and r ≥ 1, and for ρ = e−1
2e , we have

i∑
j=1

E[Xj,r−1 −Xj,r] ≥ ρ · (E[Xi,r−1]− 1).

Proof. By Claim 19,every i-novo-component C at the beginning of round r has at least k critical nodes in
round r, as long as there are more than one such component. The probability that a node gets sampled in
a given round is 1/k, thus the probability at least one of the critical nodes for C gets sampled in round r
is at least 1 − (1 − 1/k)k ≥ 1 − 1/e = 2ρ. Then, given the number Xi,r−1 of i-novo-components C at
the beginning of round r, the expected number of i-novo-components C for which some critical node is
sampled is at least 2ρXi,r−1, if Xi,r−1 > 1.

Moreover, from Claim 22, we have that
∑i

j=1(Xj,r−1 − Xj,r) is at least equal to half the number of
i-novo-components C for which some critical node is sampled. It follows that if Xi,r−1 > 1,

E

[
i∑

j=1

(Xj,r−1 −Xj,r)

∣∣∣∣ Xi,r−1

]
≥ ρXi,r−1.

17



Then E
[∑i

j=1(Xj,r−1−Xj,r) | Xi,r−1

]
≥ ρ · (Xi,r−1− 1), and this inequality holds also (trivially) when

Xi,r−1 = 1. Taking now the unconditional expectation yields

E

[
i∑

j=1

(Xj,r−1 −Xj,r)

]
≥ ρ · (E[Xi,r−1]− 1).

Using Claim 23 we establish an upper bound on the expected number of i-novo-components after r
rounds. In the following, it is more convenient to work with random variables Yi,r = Xi,r − 1, rather than
directly with Xi,r, and we let yi,r = E[Yi,r]. Claim 23 then implies

i∑
j=1

(yj,r−1 − yj,r) ≥ ρyi,r−1. (1)

Claim 24. For any 1 ≤ i ≤ λ and r ≥ 0, and for ρ = e−1
2e as in Claim 23, we have

yi,r ≤ n
(

1− ρ

2

)r (
1 +

2

ρ

)i−1

.

Proof. We prove the statement by induction on r. For r = 0, we have yi,r ≤ n and thus the claimed
inequality clearly holds for all i ∈ {1, . . . , λ}.

For the induction step, we assume that the inequality holds for yi,r−1 for all i ∈ {1, . . . , λ}, for some
r ≥ 1, and bound yi,r. Solving the inequality in (1) for yi,r and using the trivial lower bound yj,r ≥ 0 for all
j ≤ i− 1, gives

yi,r ≤ (1− ρ)yi,r−1 +

i−1∑
j=1

yj,r−1.

Applying the induction hypothesis to all terms on the right-hand side, we obtain

yi,r ≤ n
(

1− ρ

2

)r−1

(1− ρ)

(
1 +

2

ρ

)i−1

+
i−1∑
j=1

(
1 +

2

ρ

)j−1


< n
(

1− ρ

2

)r−1
[(

1 +
2

ρ

)i−1
(
−ρ+

∞∑
h=0

(
1 +

2

ρ

)−h)]

= n
(

1− ρ

2

)r−1
[(

1 +
2

ρ

)i−1 (
1− ρ

2

)]
,

and thus the claim follows.

Using Claim 24 and Markov’s inequality we bound the number of rounds before there is just a single
λ-novo-component left.

Claim 25. All λ-novo-components have merged into a single component after 16λ rounds, with probability
at least 1− n/2λ.

Proof. The probability there is more than one λ-novo-component after the first r rounds is Pr(Xλ,r > 1) =
Pr(Yλ,r > 0) = Pr(Yλ,r ≥ 1) ≤ E[Yλ,r]/1, by Markov’s inequality. Also from Claim 24,

E[Yλ,r] ≤ n
(

1− ρ

2

)r (
1 +

2

ρ

)λ
.
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Thus, in order to have Pr(Xλ,r > 1) ≤ n/2λ, it suffices that

n
(

1− ρ

2

)r (
1 +

2

ρ

)λ
≤ n/2λ.

Solving for r and substituting ρ = e−1
2e , we obtain r ≥ λ ln

( ρ
2ρ+4

)
/ ln

(
1− ρ

2

)
≈ 15.6085 · λ.

We now show that if there is just one i-novo-component after t steps, then the set St of nodes that have
been sampled by that time is i-semi-connected, i.e., for any partition of St into two sets T and St \ T with
no edges between them, the two sets have at least i common neighbors. We will use the next simple claim.

Claim 26. At any time, if A is the set of sampled nodes, and B, A \ B is a partition of A such that B
and A \ B are not connected and a j-novo-path exists between them, where 1 ≤ j ≤ `, then a shortest
j-novo-path between B and A \B has length exactly 2.

Proof. As j-novo-paths only consist of color-j, gray, and black edges, at least one of the endpoints of each
edge in a j-novo-path has to be sampled, and therefore at least every second node on a j-novo-path has to
be sampled. Consider the sequence of sampled nodes on the j-novo-path between B and A \ B. Since the
path has one endpoint in B and one in A \B, there must exist two consecutive sampled nodes in the above
sequence such that one is in B and the other in A \ B. Because they are consecutive in the sequence, their
distance in the path is at most 2. Since the sets are not connected, their distance has to be exactly 2. Any
shortest j-novo-path connecting B and A \B therefore has to be of length 2.

Claim 27. If there is only one i-novo-component after t steps, then St is i-semi-connected.

Proof. Suppose that there is only one i-novo-component after t steps. We show that for any partition of St
into two sets T and St \ T with no edges between them, there is a j-novo-path between T and St \ T for
each 1 ≤ j ≤ i, such that all these paths have length 2 and are internally disjoint. This implies that St is
i-semi-connected.

Since there is just a single i-novo-component after t steps, Claim 17 gives that there is also just a single
j-novo-component, for any j ≤ i. Hence, for any j ≤ i, there must be at least one j-novo-path connecting
T and St \ T , and from Claim 26, there is a shortest j-novo-path of length 2 connecting T and St \ T .

For each j ≤ i, consider the earliest j-novo-path of length 2 created between T and St \T (if more than
one such path was created at the same time, we choose an arbitrary one among them). Let ujwjvj denote
that path, where uj ∈ T , vj ∈ St \ T , and wj /∈ St. We will show that these paths are internally disjoint,
i.e., all nodes wj , for 1 ≤ j ≤ i, are distinct.

Fix some j ≤ i, and consider the time in which j-novo-path ujwjvj was created. At this time one of
the edges ujwj or vjwj becomes color-j while the other edge is gray or became color-j in an earlier step.
Assume w.l.o.g. that vjwj is the edge that becomes color-j.

We argue that there is no gray edge wjx, where x ∈ St \ T : Suppose there is such a gray edge wjx.
Then edge ujwj cannot be color-j, because then ujwjx is a j-novo-path created before ujwjvj . Thus edge
ujwj is gray. However, it must be the case that before vjwj became color-j, node wj was an exclusive
neighbor of a j-novo-component, and since both ujwj and wjx are gray, it follows that uj and x belonged
to the same j-novo-component. Thus before vjwj became color-j there was already a j-novo-path between
nodes uj ∈ T and x ∈ St \ T , and thus there was also a j-novo-path of length 2 between two nodes from
these two sets, by Claim 26. This contradicts that ujwjvj was the earliest such j-novo-path.

We now show that path ujwjvj is internally disjoint from `-novo-path u`w`v`, for any ` < j, i.e.,
wj 6= w`. Suppose that wj = w`, for some ` < j. Since we have shown that there is no gray edge between
wj and some node from St \ T , it must be that edge w`v` is color-`. We argue that v` is sampled after vj :
Suppose, for contradiction, that v` is sampled before vj . Then when vj is sampled, v` and u` must be in
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the same j-novo-component, otherwise wj is adjacent to two distinct j-novo-components, preventing vjwj
from becoming color-j. Thus before vjwj became color-j there was a j-novo-path between nodes u` ∈ T
and v` ∈ St\T , and thus there was also a j-novo-path of length 2 between two nodes from these two sets, by
Claim 26. This contradicts that ujwjvj was the earliest such j-novo-path. We conclude that v` was sampled
after vj . However, if v` was sampled after vj , this means that the `-novo-path created when edge wjv` was
colored, cannot be the earliest such path created between T and St \ T , because that path must have been
created no later than the earliest j-novo-path, by Claim 17. We have thus established that wj 6= w`, for any
1 ≤ ` < j ≤ i, thus completing the proof of Claim 27.

By Claim 25, the sampling procedure results in a single λ-novo-component after at most 16λ rounds,
with probability at least 1 − n/2λ. In each round the sampling probability is 1/k, thus the total sampling
probability is at most 16λ/k. Once there is just a single λ-novo-component, by Claim 27 we have that the
set St of sampled nodes is λ-semi-connected. This concludes the proof of Lemma 14.

4 Proof of Propositions 4 and 5

In this section we prove the two statements from Section 1.2 that demonstrate the optimality of the bound in
Theorem 1.

Proof of Proposition 4. The edge connectivity of G is at most k as it contains an edge-cut of size k, and
thus its vertex connectivity is also at most k. On the other hand, it is easy to verify that the removal of any
k − 1 vertices does not disconnect G. Therefore G has vertex connectivity exactly k.

Let K denote the number of edges in the matching that survive after sampling (i.e., both their endpoint
nodes are sampled). The expected value of K is E[K] = kp2, since each edge survives with probability
p2. If K 6= 0 then K is an upper bound on the edge connectivity and thus on the vertex connectivity of the
sampled subgraph. If K = 0 then it is still possible for the vertex connectivity to be positive, if no nodes
are sampled from the one clique and at least one is sampled from the other. Let Ni, for i = 1, 2, denote
the number of nodes sampled in each of the two cliques respectively, and let Zi be the indicator random
variable with Zi = 1 if Ni = 0 and Zi = 0 otherwise. Then E[Ni] = pn, and E[Zi] = Pr(Ni = 0) =
(1− p)n. From the discussion above it follows that the vertex expansion of the sampled subgraph is at most
K + Z2N1 + Z1N2, and thus the expected vertex expansion is at most

E[K + Z2N1 + Z1N2] = E[K] + 2E[Z2N1] = E[K] + 2E[Z2] ·E[N1]

= kp2 + 2np(1− p)n ≤ kp2 + 2npe−np.

If p ≥ 2 lnn/n, then the second term in the last line above is kp2 ·(2n/kp)e−np ≤ kp2 ·(1/k lnn) = o(kp2);
thus the expected vertex connectivity is at most kp2 + o(kp2).

For the probability that the sampled subgraph is disconnected, we first observe that if p = O(1/n) then
the subgraph is empty (and thus by convention disconnected) with constant probability. Thus, below we
assume that p ≥ 2/n. The probability that the sampled subgraph is disconnected is bounded from below by

Pr(K = 0 ∧N1 6= 0 ∧N2 6= 0) ≥ 1− (Pr(K 6= 0) + Pr(N1 = 0) + Pr(N2 = 0))

= Pr(K = 0)− 2 Pr(N1 = 0)

= (1− p2)k − 2(1− p)n.

The second term in the last line is at most (1− p2)k/2, as

2(1− p)n

(1− p2)k
≤ 2(1− p)n

(1− p2)n
=

2

(1 + p)n
≤ 2

(1 + 2/n)n
≤ 1

2
.
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It follows that the probability of the sampled subgraph to be disconnected is at least (1− p2)k/2, and this is
at least 1/no(1) if p = o(

√
log(n)/k).

Proof Sketch of Proposition 5. Since p = ω(1/n), we have with probability 1− o(1) that at least one node
gets sampled from the first n/3k cliques, and at least one gets sampled from the last n/3k cliques. The prob-
ability that no edge survives in the cut between two given consecutive cliques is (1−p2)k = e−o(log(n/k)) =
ω(k/n), as p = o(

√
log(n/k)/k). Thus, the probability that at least one of the cuts between the middle

n/3k cliques gets disconnected is at least

1− (1− ω(k/n))k/6k = 1− o(1),

where for this computation we just considered every second cut, i.e., n/6k cuts in total, and used the fact
that these cuts are vertex-disjoint. Combining the above yields the claim.

5 Discussion

In this paper we show two main results: (1) When independently sampling vertices of a k-vertex-connected
n-node graph with probability p = Ω(

√
log (n)/k), the sampled subgraph has a vertex connectivity of

Ω(kp2), with high probability; and (2) When independently sampling edges of a k-vertex-connected n-node
graph with probability p = Ω(log (n)/k), the sampled subgraph has a vertex connectivity of Ω(kp), with
high probability. The core technical part, for both results, is to prove that vertex sampling with probability
p = Ω(

√
log (n)/k) yields a subgraph that is (just) connected with sufficiently high probability. This is

achieved by considering sampling as a gradual random process, and carefully analyzing the growth of the
(novo-)connected components, using the novel notions of semi-connectivity and novo-connectivity.

The constant factors in our results are much smaller than 1; it would be interesting to identify the
correct constants. Most importantly, we leave open whether the remaining vertex connectivity under vertex
sampling is in fact at least kp2(1 − ε), for an arbitrary small ε > 0, assuming kp2 is large enough, e.g.,
kp2 = Ω(log n/ poly(ε)). In particular, for a sampling probability of p = 1 − o(1), or equivalently a sub-
constant deletion probability, this would imply a remaining connectivity of k − o(k) instead of just O(k).
The same question can also be asked for the remaining vertex connectivity under edge sampling.

Our results show only lower bounds on the remaining vertex connectivity. There are k-vertex-connected
graphs which, under the same sampling processes, would retain a much higher vertex connectivity, e.g., up
to kp when sampling vertices, and up to k when sampling edges. It would be interesting to see if one can
tightly characterize the (e.g., expected) remaining vertex connectivity under sampling of a given graph as a
simple and natural function of it. Alternatively, is there a variant of these random sampling processes, which
in effect sparsifies the graph, but for which we can tightly characterize the remaining vertex connectivity?

Finally, as stated in Corollary 6, our result implies that any graph can be partitioned into Ω(k/ log2 n)
vertex-disjoint connected dominating sets. While this is an improvement over the best previously known
lower bound of Ω(k/ log5 n), a logarithmic gap still remains compared to the upper bound of O(k/ log n)
for the number of vertex-disjoint connected dominating sets that is known for some graphs. Closing this gap
is an intriguing open question for further research.
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Appendix: Novo-Connectivity Implies Simple Novo-Paths

The next claim shows that two nodes are i-novo-connected iff a simple i-novo-path between them exists.
Interestingly, this very natural property of novo-connectivity is not trivial to show.

Lemma 28. If there is a non-simple i-novo-path between two nodes, then there is also a simple i-novo-path
between them.
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Figure 1: Illustrating the proof of Lemma 28

Proof. We will show that the following transitivity property holds: if there is a simple i-novo-path between
nodes u and v, and between nodes u and w, then there is a simple i-novo-path between v and w.

From this, the main claim follows easily: Suppose there is a non-simple i-novo-path u0u1 . . . u` between
nodes u0 and u`. Divide this path into subpaths u0 . . . ui1 , ui1 . . . ui2 , . . . such that the endpoints of each
subpath are sampled nodes, while the internal nodes are not. It is immediate from the definition of novo-
paths (Definition 15) that each of the subpaths has length 1 or 2 and is a simple i-novo-path. We can now
repeatedly apply the transitivity property above to conclude that a simple i-novo-path exists between u0

and u`.
Next we prove the transitivity property. Suppose, for the sake of contradiction, that the property is

violated at some point, and let t be the earliest step when this happens. That is, at some point during step
t, there is some i and nodes u, v, w such that there is a simple i-novo-path between u and v, and between
u and w, but there is no simple i-novo-path between v and w. Recall that before the first step t = 1, there
are no color-i edges, so at that time any i-novo-path consists of only black edges, and thus the transitivity
property clearly holds.

Let p be a simple i-novo-path between v and u, and q a simple i-novo-path between w and u (see
Figure 1). Let x be the first node where the two paths intersect when going from w towards u on path q. We
define r to be the concatenation of the subpath of p connecting v and x and of the subpath of q connecting x
and w. From our choice of x, it follows that r is also a simple path, between v and w, as x is the only node
of r that is in the intersection of the simple paths p and q. Further, note that x cannot be a sampled node
because in that case r is an i-novo-path connecting nodes v and w. Hence, in particular, x /∈ {u, v, w}. Let
v′ and w′ be the neighbors of x in path r towards v and w, respectively, and let u′ be the neighbor of x in p
towards u. Notice it is possible that u = u′, v = v′, or w = w′. We also observe that both edges xv′ and
xw′ must be gray, because if at least one of them is color-i then r is an i-novo-path.

We have thus established that node x is not sampled and both edges xv′ and xw′ are gray. Since xv′ and
xu′ are consecutive edges in i-novo-path p and x is not sampled, it follows that xu′ must be color-i. Consider
the step t′ ≤ t at which this edge changed from white to color-i, when u′ was sampled. It must be the case
that before step t′, and thus before step t, x was an exclusive neighbor to a single i-novo-component, by our
coloring rules. We stress here that at any point before step t, the transitivity property of simple i-novo-paths
holds because of the minimality of t, thus at any point before step t there is a simple i-novo-path between
any two i-novo-connected nodes, as we argued at the beginning. Since xv′ and xw′ are both gray and since
no edge becomes gray at any step, these edges were also gray before step t′, which implies that v′ and w′

were in the same i-novo-component before step t.
We now argue that at least one of nodes v and w is also in the same i-novo-component as v′ and w′
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before step t: The subpath of r between v and v′ and the subpath between w and w′ are both simple i-novo-
paths and they do not intersect. We also have that in step t, as in any step, only edges incident to the node
sampled in that step (if one is indeed sampled) may change color. Since the subpaths above do not share a
common node, at least one of them does not change in step t. This implies that at least one of v and w is in
the same i-novo-component as v′ and w′ before step t, as desired. In case v is in the same i-novo-component
as v′ and w′ before t, then there is a simple i-novo-path between v and w′ before t; and if w is in the same
i-novo-component as v′ and w′ before t, then a simple i-novo-path exists between w and v′ before t.

Therefore, we have established that there are nodes a, b, c such that there is a simple i-novo-path between
a and b, and between a and c, but not between b and c, and moreover the simple i-novo-path between a and b
exists also before step t. (We saw above that these conditions are met for (a, b, c) = (w′, v, w) or (v′, w, v).)

Among all node triples a, b, c satisfying the above conditions, we consider one for which the length of
the shortest simple i-novo-path between a and c is minimal. Similar to the analysis before for u, v, w, let p′

and q′ be the simple i-novo-paths from a to b and c, respectively (so, p′ exists also before step t, and q′ is of
minimal length). Let x′ be the first node in the intersection of p′ and q′ when going from b towards a on path
q′, and let r′ denote the concatenation of the subpaths of p′ and q′ connecting x′ with a and b, respectively.
As before, x′ cannot be sampled, as otherwise r′ is a simple i-novo-path. Defining a′ and b′ in a similar
manner as v′ and w′, by the same argument as before we get that a′ and b′ are in the same i-novo-component
before step t. Observe now that b is also in that i-novo-component, because b and b′ are connected by an
i-novo-path before step t, namely the subpath of p′ between b and b′ (this is where we use the assumption
that p′ exists before t).

Therefore, we have established that there is a simple i-novo-path between b and c′ that exists also before
step t, and there is a simple i-novo-path between c′ and c which is a proper subpath of q′, and is thus shorter
than q′. This contradicts, the optimality condition based on which nodes a, b, c were selected, as nodes
c′, b, c would be a better choice.
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