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Goals of this course

Knowledge
How CTC works?
Advantages/drawbacks of CTC and Attention paradigms
Differences between line-level and end-to-end approaches for text recognition

Skills and know-how
Compute Levenshtein distance, CER and WER between two sequences of
characters/words
Apply the decoding process of the CTC: from probability lattice to final string
prediction
Propose an approach to handle an image-to-sequence task
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Handwritten Text Recognition (HTR)

An image-to-sequence problem

System

Be strong! Remember

you need to work

hard to get what you

want.

Input

Output

Input: an image X ∈ RH×W×C

Output: a sequence of characters y (with yi ∈ A, an alphabet)
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HTR task

Why?
Transcription of historical documents
Industrial document processing: bank checks, forms, invoices
Real-time document translation
Exam correction

Challenges
Writing style variety
Heterogeneous layouts / background
No a priori reading order, number of characters to recognize
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Challenges: writing style

➤ Spacing, character shapes, slant, color, stroke width
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Challenges: layout

➤ The reading order is conditioned by the layout
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Challenges: background

➤ Non-textual items, slanted lines
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Evaluation

Metrics
Character Error Rate (CER) and Word Error Rate (WER)
= edit distance between sequences of characters (or words)

CER =
I +D + S

N

I: number of insertions
D: number of deletions
S: number of substitutions
N : number of characters in the ground truth sequence
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Evaluation

Example
Ground truth: "SUNDAYS"
Prediction: "SATURDAY"

Metrics

CER =
I +D + S

N
=

1 + 2 + 1

7
≃ 57.14%
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Evaluation

Levenshtein distance (= edit distance)

The Levenshtein distance dlev between two sequences of tokens sA and sB is defined as:

dlev(sA, sB) =



max(|sA|, |sB|) if min(|sA|, |sB|) = 0

dlev(sA[1:]
, sB[1:]

) if sA0 = sB0

1 + min


dlev(sA[1:]

, sB) del.
dlev(sA, sB[1:]

) ins.
dlev(sA[1:]

, sB[1:]
) sub.

otherwise

➤ Implementation with dynamic programming
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Levenshtein distance

Matrix D

Di,j = min


1 +Di−1,j ins.
1 +Di,j−1 del.

Di−1,j−1 +

{
0 if sAi = sBj

1 otherwise

Here:

D1,1 = min


1 +D0,1

1 +D1,0

D0,0 + 0

= min


1 + 1

1 + 1

0

= 0
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Levenshtein distance

Determining path: from bottom-right to top-left
➤ Select a minimum between adjacent values

Reading path: from top-left to bottom-right
Diagonal cell: keep if same value, substitution
otherwise
Right cell: removal
Bottom cell: addition

To go from SATURDAY to SUNDAYS:
Keep S, Substitue "A" by "U", Remove "T",
Remove "U", Substitue "R" by "N", Keep "D",
Keep "A", Keep "Y", Add "S"
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Exercise

Compute the WER for the following sequences using the dynamic programming
algorithm:
Ground truth: "The dog is brown"
Prediction: "The brown dog"
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Correction

Ground truth: sA=[’The’,’dog’, ’is’, ’brown’]
Prediction: sB=[’The’, ’brown’, ’dog’]

(1) From GT to prediction (2) From prediction to GT

WER =
dlev(sA, sB)

|sA|
=

3

4
= 75%

➤ Interpretation (1): Keep ’The’, Add ’brown’, Keep ’dog’, Remove ’is’, Remove ’brown’
➤ Interpretation (2): Keep ’The’, Remove ’brown’, Keep ’dog’, Add ’is’, Add ’brown’
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Approaches

➤ Two main approaches

A sequential paradigm at line level
The recognition process is split into three steps that are performed sequentially:
segmentation, ordering and recognition
➤ Mature approach

An end-to-end paradigm
The recognition of a whole document is performed in a single step
➤ Proposed in 2023
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Table of contents

1 HTR task

2 Line-level approach
Line segmentation
Line ordering
Line recognition
Connectionist Temporal Classification
Attention-based recognition

3 End-to-end approach
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The line-level sequential paradigm

Segmentation
Ordering
Recognition

Michelle ALLAIN
3 terasse des Vosges
Res Le Meridien
54520 LAXOU
Tel : 03.38.36.77.85
Le 12/07/05
Magazine "Déo"
1 rue des Pres
67990 OSTHOFFEN
Objet : abonnement
Disposant désormais de davantage de temps
pour mes loisirs, je souhaite m'abonner à
votre magazine. Vous trouverez ci-joint un
chèque en règlement de la première année
d'abonnement.
Je vous félicite pour la qualité de votre
magazine, à la fois instructif et divertissant.
Cordialement,
Allain

Line

segmentation

Line

ordering

Line

recognition

Exercise
How would you solve the segmentation task? Which kind of model? Which loss?
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Segmentation stage

Text line segmentation architecture (FCN) [1, 2]
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Could also be solved with an object detection approach [3]
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Ordering stage

A rule-based approach
Intuition: order bounding boxes from top to bottom and from left to right for most
Latin languages.

Expected reading order by column. Expected reading order by row.

➤ Must be adapted given the layout/dataset → human effort
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Recognition stage

Goal

Input: 2D image X ∈ RH×W×C

Output: 1D sequence of characters y of length Ly

➤ How to go from 2D input to 1D output?
➤ How to predict an ordered output whose length does not depend on that of the input?

Before ∼ 2005
Character segmentation
Character classification

➤ Requires segmentation network (costly annotations) + ordering
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Recognition stage (until ∼ 2020)
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Recognition stage (until ∼ 2020)

➤ Many architectures...

... but a common approach
Extraction of 2D feature maps
Collapse of the verticale axis (pooling/convolution with vertical kernel)
Decoding with CTC

Encoder Vertical 
collapse

Input image 2D Features 1D Features

Decoder

Encoder Vertical 
collapse

Input image
2D Features

1D Features

Decoder

Lattice of 
character 

probabilities

“A move […] fro
m”
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Decoding stage

Goal
Handle the alignment between two 1D sequences of different length:

1D sequence of probability vectors (prediction p ∈ RWf×|A|)

1D sequence of characters (ground truth y ∈ ALy )

Input side:
➤ A character can be written over a variable number of pixels

Output side:
➤ No a priori knowledge about Ly
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Naive approach

Frame-by-frame classification + post-processing

➤ Final prediction: "comande" ̸= "commande"
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Connectionist Temporal Classification (CTC, 2006) [12]

➤ Introduction of a new token: CTC blank token ∅ (A∗ = A ∪ {∅})
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Connectionist Temporal Classification (CTC, 2006) [12]

➤ How to train a model to generate a correct probability lattice?

What is a correct prediction sequence?

Let β : A∗L 7→ A≤L be the mapping function which first remove all the successive
duplicated predictions, and then remove all the blank tokens ∅.

For example, for the ground truth "CAT":
β(CAAAT) = β(CAT) = β(C∅AAT) = CAT, but β(CCA∅AT) = CAAT

Initial
state

∅ C ∅ A ∅ T ∅ Final
state

Automaton describing a correct prediction
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Connectionist Temporal Classification (CTC, 2006) [12]

➤ Training must maximize the prediction of any prediction sequence (also known as path
π) leading to y

Equivalent to minimizing − ln

LCTC(p,y) = − ln p(y|p)

with p = fθ(X)

Probability of y

p(y|p) =
∑

π∈B−1(y)

p(π|p)

= all paths that lead to y through β
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Connectionist Temporal Classification (CTC, 2006) [12]

Probability of a specific path π

p(π|p) =
Wf∏
t=1

pt
πt , ∀π ∈ A∗Wf

where pt
πt is the probability of observing label πt at position t in the input sequence p

π = CCAAAAATTT
p(π|p) = 0.1×0.9×0.1×0.2×0.7×0.1×0.1×0.5×0.9×0.8

π = ∅∅∅CAAAT∅∅
p(π|p) = 0.7× 0.05× 0.25× 0× 0.7× 0.1× 0.1× 0.5× 0× 0

➤ Computed with dynamic programming
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CTC: prediction

Best path decoding (greedy search)

The best path is computed by keeping the character with maximum probability at each
step

π∗t = argmaxpt

π∗ = ∅CC∅A∅TTT
p(π∗|p) = 0.7 × 0.9 × 0.8 × 0.7 × 0.7 × 0.7 × 0.6 × 0.5 × 0.9 × 0.8

➤ Very fast decoding approach (all steps are processed independently, in parallel)
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Exercise

Given an alphabet A∗ = {A,C, T,∅} and the following probability lattice:
Deduce the best path chosen with best path decoding approach. Compute its
probability.
What are the paths that lead to the prediction "C" after CTC decoding? Compute
the associated probability p("C").
Conclude.

p1 p2

C 0.3 0.35
A 0.25 0.4
T 0.2 0.1
∅ 0.25 0.15
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Correction

Prediction Paths Probability
Null sequence p(∅∅) 3.75 %
C p(CC) + p(∅C) + p(C∅) 23.75%
A p(AA) + p(∅A) + p(A∅) 23.75%
T p(TT) + p(∅T) + p(T∅) 7.5%
AC p(AC) 8.75%
AT p(AT) 2.5%
CA p(CA) 12%
CT p(CT) 3%
TA p(TA) 8%
TC p(TC) 7%

Best path decoding: CA, with p("CA") = 12% < p("C") = 23.75%

➤ Best path decoding is not optimal
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CTC: prediction

Best-path decoding
Local estimation: not optimal

Computation of all possible paths

Number of paths: |A∗|Wf

with |A∗| ≈ 102 and Wf ≈ 102

➤ Intractable

Trade-off: beam-search decoding
Iterative process which extends only the best partial candidates
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CTC: prediction

➤ Beam search decoding

ϵa and aϵ correspond to the same prediction after CTC decoding
➤ We should merge their probabilities
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CTC: prediction

➤ Beam search decoding, merging equivalent prefixes

aϵa and aaa do not correspond to the same prediction after CTC decoding
➤ We should split their probabilities
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CTC: prediction

➤ Beam search decoding, merging equivalent prefixes, with two probabilities (ending
with CTC blank or not)
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Recognition stage with attention (from ∼ 2020) [13, 14]

An iterative decoding process
➤ Predict the characters one after the other

Begin with a specific start-of-transcription token: ŷ0 = <sot>

Stop with a specific end-of-transcription token: ŷLy+1 = <eot>

At iteration t:
Input:

The image features f ∈ R1×Wf×C

The predicted tokens ŷ0:t−1 = [ŷ0, ŷ1, ..., ŷt−1]

Compute:

The attention weights αt ∈ [0, 1]Wf (
∑Wf

i=1 α
t
i = 1)

The character representation ct =
∑Wf

i=1 α
t
i · fi

The character probabilities pt = softmax(ct)
Output:

The predicted token ŷt = argmax(pt)
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Recognition stage with attention (from ∼ 2020) [13, 14]

CTC
2-step 

decoding

…
t=1, “c”

t=2, “o”

t=8, “e”

t=9, <eot>

Transformer decoder

No direct left-to-right constraint
➤ Reading order learned through text
supervision

Stops only when predicting the <eot>
token
➤ In practice, set a maximum number
of iterations to avoid infinite loop
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Recognition stage with attention (from ∼ 2020) [13, 14]

Training

Lattention =

Ly+1∑
t=1

LCE(y
t,pt)

➤ Requires to predict all the characters: can be long!

Teacher forcing
Speeding up training by parallelizing the decoding process using the ground truth
y[0:t−1] instead of the prediction ŷ[0:t−1]

➤ Only possible at training time!
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Teacher forcing

➤ Use a masking strategy

➤ Generalization issue: only trained with "perfect" queries
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Teacher forcing

➤ Inject errors in queries
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CTC VS attention [13]

L = λLCTC + (1− λ)Lattention

➤ λ = 0.5
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CTC VS attention [13]

IAM dataset

Training Validation Test
6,482 976 2,915

(+10,000 synthetic samples per epoch)

Real samples Synthetic samples

IAM IAM + synthetic
CER (%) WER (%) CER (%) WER (%)

CTC 6.14 23.26 5.66 21.62
Attention 10.26 26.36 6.76 19.62
CTC + attention 5.70 18.86 4.76 16.31
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Conclusion

The line-level paradigm: a mature approach... with some limitations
Three steps treated independently
A complex pipeline, hard to maintain
Cumulative errors between steps
Additional segmentation annotations
Rule-based reading order

➤ Towards end-to-end document recognition
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HTR at document level

Challenges from paragraph to document

Layout-dependent reading order

Larger input images and output sequences
➤ GPU constraints
➤ More complex attention
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Handwritten Document Recognition (HDR)

Goal: joint recognition of both text and layout from whole documents

Michelle ALLAIN
3 terasse des Vosges
Res Le Meridien
54520 LAXOU
Tel : 03.38.36.77.85
Le 12/07/05
Magazine "Déo"
1 rue des Pres
67990 OSTHOFFEN
Objet : abonnement
Disposant désormais de davantage de temps
pour mes loisirs, je souhaite m'abonner à
votre magazine. Vous trouverez ci-joint un
chèque en règlement de la première année
d'abonnement.
Je vous félicite pour la qualité de votre
magazine, à la fois instructif et divertissant.
Cordialement,
Allain

Sender Coordinates
Recipient Coordinates
Place & Date
Object
Body
Signature

Handwritten Document

Recognition
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How to encode both text and layout ?

➤ XML paradigm
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How to evaluate the performance ?

Evaluate the text recognition

CER / WER

➤ Normalized edit distance between sequences of characters / words

Prediction: "<A><B>HTR</B>2<B>HDR</B></A>"
Metric computed on: "HTR2HDR"
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How to evaluate the performance ?

Evaluate the text recognition

CER / WER

Evaluate the layout recognition

LOER (Layout Ordering Error Rate)

➤ Normalized edit distance between graphs

Prediction: "<A><B>HTR</B>2<B>HDR</B></A>"
Metric computed on: "<A><B></B><B></B></A>"

M2 SIF - DLV Deep Learning for Vision (DLV) - Handwritten Text Recognition 46 / 64



How to evaluate the performance ?

Evaluate the text recognition

CER / WER

Evaluate the layout recognition

LOER (Layout Ordering Error Rate)

!△ Not sufficient:

Ground truth: "<A><B>HTR</B>2<B>HDR</B></A>"
Prediction: "<A><B></B><B></B></A>HTR2HDR"

LOER = 0% CER = 0%
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How to evaluate the performance ?

Evaluate the text recognition

CER / WER

Evaluate the layout recognition

LOER (Layout Ordering Error Rate)

Evaluate text and layout recognition altogether

mAPCER

➤ Area under the precision / recall curve

Prediction: "<A><B>HTR</B>2<B>HDR</B></A>"
Metric computed on: "HTR2HDR", "HTR", "HDR"
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Document Attention Network (2023) [15]

+

Embedding

…

1D Positional Encoding

Conv 1x1

Argmax

FCN Encoder

    Document 
input image

8 stacked 
transformer 

decoder 
layers

Features

+

Flatten

2D Positional 
Encoding

L =

Ly+1∑
t=1

LCE(y
t,pt)

yt ∈ A

A = Dchar ∪ Dxml ∪ Deot

➤ Teacher forcing
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DAN: self attention

➤ Query, Key and Value from same source (decoder input)
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DAN: mutual attention

➤ Query from decoder, Key and Value from encoder (image features)
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DAN - Training strategy

Pre-training encoder on synthetic text line images (with CTC loss)
Curriculum learning with synthetic documents:

(a) l = 3.

(b) l = 15. (c) l = lmax = 30 (end of curriculum stage,
no crop).
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Datasets

Dataset Level Training Validation Test
# char # layout
tokens tokens

RIMES 2009 Page 1,050 100 100 108 14

READ 2016
Page 350 50 50

89 10
Double page 169 24 24
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DAN results on the RIMES dataset

➤ Metrics do not take into account the segmentation step

Dataset Approach CER (%) ↓ WER (%) ↓ LOER (%) ↓ mAPCER (%) ↑

RIMES
2011

Line level
[16] FCN 3.04 8.32 ✗ ✗

[7] CNN+BLSTMa 2.3 9.6 ✗ ✗

[15] DAN (FCN+transformer)c 2.63 6.78 ✗ ✗

Paragraph level
[17] SPAN (FCN) 4.17 15.61 ✗ ✗

[18] CNN+MDLSTMb 2.9 12.6 ✗ ✗

[16] VAN (FCN+LSTM)b 1.91 6.72 ✗ ✗

[15] DAN (FCN+transformer)c 1.82 5.03 ✗ ✗

RIMES
2009

Paragraph level
[15] DAN (FCN+transformer)c 5.46 13.04 ✗ ✗

Page level
[15] DAN (FCN+transformer)c 4.54 11.85 3.82 93.74

a This work uses a slightly different split (10,203 for training, 1,130 for validation and 778 for test).
b with line-level attention.
c with character-level attention.
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DAN results on the READ 2016 dataset

➤ Metrics do not take into account the segmentation step

Approach CER (%) ↓ WER (%) ↓ LOER (%) ↓ mAPCER (%) ↑
Line level
[19] CNN+BLSTMa 4.66 ✗ ✗ ✗

[20] CNN+RNN 5.1 21.1 ✗ ✗

[16] VAN (FCN+LSTM)b 4.10 16.29 ✗ ✗

[15] DAN (FCN+transformer)a 4.10 17.64 ✗ ✗

Paragraph level
[17] SPAN (FCN) 6.20 25.69 ✗ ✗

[16] VAN (FCN+LSTM)b 3.59 13.94 ✗ ✗

[15] DAN (FCN+transformer)a 3.22 13.63 ✗ ✗

Single-page level
[15] DAN (FCN+transformer)a 3.53 13.33 5.94 92.57
Double-page level
[15] DAN (FCN+transformer)a 3.69 14.20 4.60 93.92
a with character-level attention.
b with line-level attention.
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DAN demonstration

https://youtu.be/HrrUsQfW66E

M2 SIF - DLV Deep Learning for Vision (DLV) - Handwritten Text Recognition 54 / 64

https://youtu.be/HrrUsQfW66E


DAN conclusion

➤ A unique end-to-end process

➤ Structured output sequence

➤ No need for any physical segmentation annotation

➤ Can follow the slant of the lines (character-level attention)

Line-level / paragraph-level limitations

Three steps treated independently

A complex pipeline, hard to maintain

Cumulative errors between steps

Additional segmentation annotations

Rule-based reading order

Drawback: prediction times grow with the character sequence (∼ 1 second / 100 characters)
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Faster DAN: parallelizing text line recognition [21]

(a) DAN (b) Faster DAN
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Faster DAN - Positional encoding

<sot> <page> T H E ↵ F A S T E R ↵ D A N </page> <eot>

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

<sot> <page> T D </page> <eot> T H E

F A S T E R

D A N

0 0 0 0 0

<eot>

<eot>

1 1 1

2 2 2 2 2 2

3 3 3

0 1 2 4 5 0 1 2

0 1 2 3 4 5

0 1 2

<eot>

First pass: start-of-line character recognition Second pass: completing lines in parallel

F

0

3

line index

index in line

(a) DAN single-pass prediction process

<sot> <page> T H E ↵ F A S T E R ↵ D A N </page> <eot>

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 26

<sot> <page> T D </page> <eot> T H E

F A S T E R

D A N

0 0 0 0 0

<eot>

<eot>

1 1 1

2 2 2 2 2 2

3 3 3

0 1 2 4 5 0 1 2

0 1 2 3 4 5

0 1 2

<eot>

First pass: start-of-line character recognition Second pass: completing lines in parallel

F

0

3

line index

index in line

(b) Faster DAN two-pass prediction process
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Faster DAN - Multi-target queries
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Faster DAN - Context

T h e ␣ F a s t e r ␣ D A N ↵

i s ␣ f a s t e r ␣ t h a n ↵

t h e ␣ D A N .

T h e ␣ F a s t e r ␣ D A N

i s ␣ f a s t e r ␣ t h a n

t h e ␣ D A N .

T h e ␣ F a s t e r ␣ D A N

i s ␣ f a s t e r ␣ t h a n

t h e ␣ D A N .

(a) Context used by the DAN

T h e ␣ F a s t e r ␣ D A N ↵

i s ␣ f a s t e r ␣ t h a n ↵

t h e ␣ D A N .

T h e ␣ F a s t e r ␣ D A N

i s ␣ f a s t e r ␣ t h a n

t h e ␣ D A N .

T h e ␣ F a s t e r ␣ D A N

i s ␣ f a s t e r ␣ t h a n

t h e ␣ D A N .

(b) Context used by the Faster DAN
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Results

Architecture
READ 2016 (single-page) READ 2016 (double-page)

CER ↓ WER ↓ LOER ↓ mAPCER ↑ CER ↓ WER ↓ LOER ↓ mAPCER ↑
DAN [15] 3.43 13.05 5.17 93.32 3.70 14.15 4.98 93.09
Faster DAN [21] 3.95 14.06 3.82 94.20 3.88 14.97 3.08 94.54

Architecture
RIMES 2009

CER ↓ WER ↓ LOER ↓ mAPCER ↑
DAN [15] 4.54 11.85 3.82 93.74
Faster DAN [21] 6.38 13.69 4.48 91.00
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Prediction times

RIMES 2009 READ 2016
single-page double-page

Dataset details (averaged for a document on the test set)
width (px) 1,235 1,190 2,380
height (px) 1,751 1,755 1,755
# chars 578 528 1,062
# lines 18 23 47
# chars / line 31 22 22
# layout tokens 11 15 30
Prediction times (in seconds)
DAN [15] 5.6 4.6 8.5
Faster DAN [21] 1.4 0.9 1.9
Speed factor x4 x5.1 x4.5
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Faster DAN demonstration

https://youtu.be/_pBsO2W8XRE
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Other image-to-sequence tasks

Image captioning [22]

Visual Question-Answering [23]
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Conclusion

What’s next for HDR?
Still some limitations:

Models are layout-specific
Models are language-specific
Models only recognize raw text items (what about equations, tables, images?)
Prediction are still "slow"

➤ Next time: practical session!
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