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Abstract

The evolution of the job market has resulted in traditional methods of re-
cruitment becoming insu�cient. As it is now necessary to handle volumes of
information (mostly in the form of free text) that are impossible to process
manually, an analysis and assisted categorization are essential to address this
issue. In this paper, we present a combination of the E-Gen and Cortex

systems. E-Gen aims to perform analysis and categorization of job o�ers to-
gether with the responses given by the candidates. E-Gen system strategy is
based on vectorial and probabilistic models to solve the problem of pro�ling
applications according to a speci�c job o�er. Cortex is a statistical auto-
matic summarization system. In this work, E-Gen uses Cortex as a powerful
�lter to eliminate irrelevant information contained in candidate answers. Our
main objective is to develop a system to assist a recruitment consultant and
the restults obtained by the proposed combination surpass those of E-Gen
in standalone mode on this task.
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Information Retrieval, Human Resources, Statistical Approaches, similarity
measures

Preprint submitted to Information Processing & Management March 1, 2012



1. Introduction

The evolution of the job market has resulted in that traditional meth-
ods of recruitment becoming insu�cient. The Internet has introduced a new
way of managing human resources. Theoretically, shifting job search and re-
cruitment activities to the Internet improves the quality of job matching by
reducing search costs, increasing contact opportunities and rationalizing the
screening process of job applicants (Marchal et al. (2007)). Over the last few
years, there has been a signi�cant expansion of online recruitment (e.g. Au-
gust 2003: 177,000 job o�ers, May 2008: 500,000 job o�ers)1. The Internet
has become essential in this process because it allows a better �ow of infor-
mation, either through job search sites or by e-mail exchanges. Nowadays,
job seekers can send their curriculum vitae (CV) directly to companies (by
e-mail or uploaded to dedicated servers on the Web). The job search task is
becoming easier and less time consuming. The Internet makes every user a
potential job seeker. Employees may be constantly in search of new career
opportunities and job candidates may provide more interaction than can be
managed e�ciently by companies (Bourse et al. (2004)). As intellectual cap-
ital has become one of the most strategic assets of successful organizations
in the last decade, the capability of managing people's expertise, skills and
experience represents a key factor in facing up to the increasing competitive-
ness of the global market (Colucci et al. (2003)). Even though a browser
has become a universal and easy tool for users, they frequently have to enter
data into Web forms from paper sources and the need to "copy and paste"
data between di�erent applications is symptomatic of the issues of data inte-
gration. In this context, electronic recruitment tends to automate matching
between the published information about the candidates and job o�ers. The
Laboratoire Informatique d'Avignon (LIA)2, the Laboratoire d'Informatique,
de Robotique et de Microélectronique de Montpellier(LIRMM)3, and Aktor
Interactive4 are developing the E-Gen system to resolve this issue. E-Gen is a
Natural Language Processing (NLP) and Information Retrieval (IR) system
composed of three main modules:

1http://www.keljob.com
2http://www.lia.univ-avignon.fr
3http://www.lirmm.fr
4a French recruitment agency specialized in recruiting on the internet, (http://www.

aktor.fr)
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1. The �rst one extracts the information from a corpus of e-mails of job
o�ers from Aktor's database.

2. The second module analyses the candidate's answers (i.e. splitting e-
mails into cover letter (CL) and curriculum vitae).

3. The third module analyses and computes a relevant ranking of the
candidate's answers.

Our �rst work (Kessler et al. (2007)) presented the �rst module: the
identi�cation of di�erent parts of a job o�er and the extraction of relevant
information (type of contract, salary, localization, etc.). The second module
analyses the content of a candidate's e-mail, using a combination of rules
and machine learning methods (Support Vector Machines, SVM) and was
presented in (Kessler et al. (2008b)). Furthermore, it separates the distinct
parts of CV and CL with a precision of 0.98 and a recall of 0.96. Reading a
large number of candidate answers for a job is a very time consuming task for
a recruiting consultant. In order to facilitate this task, we propose a system
capable of providing an initial evaluation of candidate answers according to
various criteria. We do not seek the best or even a good candidate as no scor-
ing is involved, but simply a candidate who has a close application to those
already selected. Our previous work (Kessler et al. (2009)) presented an ap-
proach based on a process of relevance feedback, permitting a reinforcement
learning (Sutton and Barto (1998)). In this paper, we present an original
combination of the E-Gen and Cortex systems. Each document contains a
number of additional information, present in many applications and which is
partially removed by classical pre-processing. Each application added by the
process of relevance feedback adds relevant information but also multiplies
additional information. Cortex allows us to �lter these sentences and keep
only the most relevant sentences at the evaluation step. Some related studies
are brie�y discussed in section 2. Section 3 shows a general system overview.
In Section 4, we describe the E-Gen pre-processing task, the strategy used
to rank the candidate answers with relevance feedback and the coupling of
E-Gen with the Cortex summarization system. In Section 5, we present
statistics about the textual corpus, experimental protocol, an example of CL
summary generated by Cortex, and several results.

2. Related Work

Many approaches have been proposed in the literature to reduce the costly
and tedious task of managing human resources. Candidate answers to a job
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o�er come as ad hoc documents, and require semantic approaches to analyse
them. The BONOM system is based on an indexing method (Morin et al.
(2004); Cazalens and Lamarre (2001)). This method consists in using distri-
butional attributes of documents to locate each part for the �nal indexation
of the document.
A semantic-based method to select candidate answers and to discuss the eco-
nomic impacts on the German government was proposed by Tolksdorf et al.
(2006). In the same way, (Gorenak et al. (2010)) perform a comparison be-
tween Slovenian, German, and British online job advertisements (ads). More
recently, (Marchal et al. (2007)) present a comparison between French and
English job search sites and newspapers as well as the various shortcoming of
current matching systems. They propose a comparative analysis of job o�ers
posted on the Internet with those posted in newspapers and they observe
that search engine toolkits have a considerable impact on ad content which
is generally more standardized and quanti�ed than before.
(Mocho et al. (2006)) discuss the relevance of a common ontology (HR ontol-
ogy) to work e�ciently with this kind of document. Using the same model,
(Dorn and Naz (2007)) outline a HR-XML based prototype dedicated to
the job search task. The prototype selects and favors relevant information
(paycheck, topic, abilities, etc.) from many job-service websites, such as
Jobs.net, aftercollege.com, Directjobs.com, etc. (Bourse et al. (2004))
describe an e�cient model and a management tool used for the selection of
candidate-answers. They propose a prototype job portal which uses seman-
tically annotated job o�ers and applicants to obtain a more accurate job
search with query approximation.
The limitations of current systems for automatic selection of candidate an-
swers are presented in (Rafter et al. (2000)). They propose a system based on
collaborative �lters (ACF ) to automatically select pro�les of candidate an-
swers on the JobFinder website. (Enrica and Iezzi (2006)) present a model for
ranking skills in the �eld of information technology in Italy with multidimen-
sional scaling and cluster analysis. In the same way, (Colucci et al. (2003))
present a semantic based approach to the issue of skills detection in an on-
tology supported framework. Based on Description Logics formalization and
reasoning, they propose a skill matching approach with contradiction matches
and partial matches between skill pro�les. (Loth et al. (2010)) combine,
through the SIRE project (Semantics-Internet-Recruitment-Employment) a
linguistic approach and machine learning methods to perform an extraction
of key terms of job ads in order to improve the categorization of each job
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o�er.
The study of the most relevant document � the CV � to use it automati-
cally has been a major subject of research. (Ben Abdessalem Karaa (2009))
presents a system for analyzing and structuring CVs with an extension of
General Architecture of Text Engineering (GATE5). They obtain good re-
sults in precision/recall for each part of the document (personal information,
experience, skill, and so forth) on a small corpus of CVs in French. (Yahiaoui
et al. (2006)) provide a semantic approach to generating some annotations of
CVs and job o�ers with the help of a specialized ontology to match graduates
and the level of a job o�er. They present interesting results on a sample of
data. (Clech and Zighed (2003)) propose a data mining approach. Their aim
is to build automats which recognize CV topologies and candidate/job o�er
pro�les. A �rst step di�erentiates the CV of employed executives from other
CV. They use a speci�c term extraction to obtain a categorization with the
C4.5 decision tree algorithm (Quilan (1993)). This method focuses on the
speci�city of selected terms or concepts, such as education level or relevant
abilities, to build a classi�er. The results of this method are still poor (an
accuracy between 0.5-0.6 of correctly categorized CV). (Roche and Kodrato�
(2006); Roche and Prince (2008)) have made a terminology study of corpus
composed of CVs (of the Vediorbis company (http://www.vediorbis.com)).
Their approach extracts collocations from a CV corpus based on syntactic
patterns such as Noun-Noun, Adjective-Noun, etc. Then, these collocations
are ranked according to relevance to build a specialized ontology.
There are few studies on the treatment of the cover letter. (Audras and
Ganascia (2006)) use cover letters to detect the usual errors in the �eld of
acquisition of written French as a foreign language. The approach proposed is
the detection of syntactic patterns particular to a group of learners, and which
are absent or little used among native speakers. The study focuses in part
on cover letter writing. Among the innovative solutions on the market, Twit-
ter6 has launched the job search site http://www.twitterjobsearch.com

based on the concept of short messages (less than 140 characters) and Za-
Point7 with an original solution, SkillsMapper, which transforms each CV
into graphic format with various curves (training, education, etc.). In this

5http://gate.ac.uk/
6http://twitter.com
7http://www.zapoint.com
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paper, we present an approach to the application ranking by using a combi-
nation of similarity measures, relevance feedback and summaries of a CV and
CL. Our approach is distinguished from other work by a purely statistical
approach as well as reinforcement learning through the process of relevance
feedback.

3. System overview

Nowadays technology proposes new approaches to the online employment
market. E-Gen is a system which meets this challenge as fast and judiciously
as possible. We chose emails as the input format, which is the most frequent
mode of communication in this �eld. An e-mail inbox receives messages
sometimes with an attached �le containing the job o�er. When a job o�er
is published online, a particular segmentation is required by the job search
sites. Firstly, the job o�er language is identi�ed by using n-grams. Then,
E-Gen parses the e-mail, splits the job o�er into thematic segments, and
retrieves relevant information (contract, salary, starting date, location, etc.)
to generate an XML document for the job o�er. Subsequently, a �ltering
and lemmatisation process is applied to the text, and is represented in a
vector space model (VSM). A categorization of text segments (preamble,
skills or pro�le, mission) is obtained by using a SVM classi�er (Fan et al.
(2005)). This preliminary classi�cation is then transmitted to a �corrective�
post-process which improves the quality of the solution (Module 1, described
in (Kessler et al. (2007))). Preliminary experiments showed that segment
categorisation without segment position in job posting is not enough and
may be a source of errors. In order to avoid this kind of error, we have
decided to consider each job posting as produced by a succession of states
in a Markov machine and we have applied a post-processing, based on the
Viterbi algorithm (Viterbi (1967)). During the publication of a job o�er,
Aktor generates a temporary e-mail address for applying to the job. Each
e-mail is redirected to human resources software (Gestmax8) to be read by a
recruiting consultant. At this step, E-Gen analyses the candidate's answers
to identify each part of the application and extracts the text from the e-mail
and attached �les (by using wvWare9 and pdftotext10).

8http://www.gestmax.fr
9http://wvware.sourceforge.net
10http://www.bluem.net/downloads/pdftotext_en
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Figure 1: System overview.

After a pre-processing task, we use a combination of rules and machine
learning methods to separate each distinct part (CV or CL). We use a vector
representation of each document with a label (CV or CL). With a learning
set of 2.000 documents of each type, the system gets very good performance
(F-score between 0.95 and 0.98). This process (Module 2 represented by the
lowest box in Figure 1) is more fully described in (Kessler et al. (2008b)).
Once the CL and CV have been identi�ed, the Cortex system is applied
to each document (Cover Letter and CV) and a summary is generated by
concatenating high-scoring sentences. Afterwards, E-Gen performs an au-
tomated pro�ling of this application by using measures of similarity and a
small number of applications that have been previously validated as relevant
by a recruitment consultant (Module 3). The whole chain is summarized in
Figure 1.
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4. Coupling E-Gen pro�ling module and the Cortex system

4.1. E-Gen pro�ling Module

4.1.1. Linguistic pre-processing

Firstly, we remove information such as e-mail adresses, the names of can-
didates, addresses, names of cities in order to ensure that the applications
become anonymous. Then, classic pre-processing is applied to textual in-
formation (job o�er, CV, and CL). French accents are deleted and capital
letters are converted to lower case. This pre-processing task is performed to
obtain a representation well suited for the Vector Space Model (VSM). In
order to avoid the introduction of noise into the models, the following items
are also deleted: verbs and functional words (to be, to have, to need, etc.),
common expressions with a stop word11 list (for example, that is, each of,
etc.), numbers (in numeric and/or textual format), symbols such as �$�,�#�,
�*�. Finally, lemmatisation12 is performed to signi�cantly reduce the size of
the lexicon. All these processes allow us to represent the collection of docu-
ments through the bag-of-words paradigm (a matrix of frequencies of terms
(columns) for each candidate answer (rows)). To improve �ltering, we tried
parsing applications with di�erent signi�cant terms (like "Personal Informa-
tion", "Education", "Work Experience", etc.) and extract only paragraphs
with the relevant information, but initial tests showed a decline in results
due to the great variability of signi�ant terms and order of paragraphs.

4.1.2. Proximity between applications and job o�er using similarity measures

After the step of linguistic pre-processing, each document is transformed
into a vector with weights characterizing the frequency of terms Tf. Some
tests with Tf-idf (Salton and Mcgill (1986)) were made but they o�ered no
improvement. We have established a strategy using measures of similarity,
to rank all applications in relation to a job o�er. We combined di�erent
similarity measures between the candidate's answers (CV and CL) and the
associated job o�er. We decided to use several similarity measures as de-
�ned in (Bernstein et al. (2005)): Cosine (Eq. 1), which calculates the angle
between job o�er and each candidate answer, Minkowski distances (Eq. 2)

11http://sites.univ-provence.fr/~veronis/donnees/index.html
12Lemmatisation �nds the root of verbs and transforms plural and/or feminine words

into masculine singular form. So we con�ate terms developer, development, developing, to
develop into develop.
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(p = 1 for Manhattan, p = 2 for Euclidean). The last measure used is Okabis
(Eq. 3) Bellot and El-Bèze (2001). Based on the formula of Okapi (Robert-
son et al. (1994)), this measure is often used in Information Retrieval. To
combine these measures, we use an Algorithm Decision (AD) (Boudin and
Torres Moreno (2007)), which weights the values obtained by each measure of
similarity. Several other similarity measures (Overlap, Enertex, Needleman-
Wunsch, Jaro-Winkler, Jensen-Shannon divergence) have been tested but
they are not retained in this study, because the results obtained were disa-
pointing. All measures used and their combinations are described in (Kessler
et al. (2008a)).

cosine(j, d) =

∑n
i=1 ji · di√∑n

i=1 j
2
i ·
∑n

i=1 d
2
i

(1)

Minkowski(j, d) =
1

1 + (
∑n

i=1 |ji − di|
p)

1
p

(2)

Okabis(j, d) =
∑
i∈d∩j

∑n
i=1 ji · di∑n

i=1 ji · di +

√
|d|

Md

(3)

where j is a job o�er, d is a candidate answer, i a term, ji and di occurrence
of i respectively in j and d, and Md their average size.

4.1.3. Relevance Feedback

We previously changed the system to incorporate a process of Relevance
Feedback (Sparck Jones (1970)). Relevance Feedback is a standard method
used particulary for manual query reformulation. For example, the user care-
fully checks the answer set resulting from an initial query, and then reformu-
lates the query. Rocchio's algorithm (Rocchio (1971)) and variations have
found wide usage in Information Retrieval and related areas such as Text
Categorisation (Joachims (1997)). Relevance Feedback has been proposed
in (Smyth and Bradley (2003)) to help the user to �nd a job with server
logs from the jobFinder site13. In our system, Relevance Feedback takes into
account the recruiting consultant's choice during a �rst evaluation of a few
CVs. Our goal is not a system capable of �nding the best candidate, but a
system capable of reproducing the judgement of the recruitment consultant.

13JobFinder (http://www.jobfinder.com)
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It is critical for recruiters not to miss a promising candidate that they may
have unfortunately rejected. The goal of this Relevance Feedback approach
is to help them to avoid this kind of error. We assume that successful candi-
dates have similar pro�les or, at least, that they have much in common. This
approach uses documents returned in response to a �rst request to improve
the search results (Salton and Buckley (1990)). In this case, we randomly
take a few candidate answers (1 to 6 in our experiments) from all relevant
candidate answers. These selected candidate answers are added to the job
o�er. So, we use manual Relevance Feedback to re�ect user judgements in
the resulting ranking. We increase the vector representation with the terms
from the candidates considered relevant by a recruitment consultant. The
system will recompute the similarity between the candidate's answer that
we evaluate and the job o�er enriched with relevant candidates. This allows
Sim′ to be recalculed for each measure of similarity between the applica-
tion evaluated and the job o�er expanded by relevant applications of the
Relevance Feedback process:

Sim′
measure(j, d) = Simmeasure(j, d‖p1‖ · · · ‖pn) (4)

where j is a job o�er, d is a candidate's response, pi is a relevant candidate's
response, n are numbers of retained applications for Relevance Feedback and
‖ is the concatenation operator.

The results, presented in (Kessler et al. (2009)) and hereafter called IS-
MIS Result showed an improvement in the quality of the ranking obtained for
each application added to the process of relevance feedback. However, we sus-
pected that a lot of unnecessary information was still kept in the evaluation
and we wanted to use a �lter to take into account the content of sentences.
Each document contains additional information (hobbies, greeting and com-
plimentary close, etc..) and standard pre-processing only partially removes
it. The idea was to use a system of automatic summarization, coupled to
E-Gen, as a powerful �lter capable of removing non-essential information
contained in CV and Cover Letters.

4.2. The Cortex summarization system

Automatic summarization is useful to cope with ever increasing volumes
of information. An abstract is, by far, the most concrete and recognized kind
of text condensation. However, the CV is already a kind of summary, with a
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Figure 2: Cortex overview.

very important structure. We suspect that the �ltering system of automatic
summarization may not be useful in this case. Since the CL is in free text,
we used Cortex (Torres-Moreno et al. (2009, 2001)), an e�cient state-of-art
summarization system, in order to retain the more informative segments of
the CL.

Each document of the application is transmitted to the Cortex system
which provides a summary based on the requested size. Cortex is a docu-
ment extract summarization system using an optimal decision algorithm that
combines several metrics. These metrics result from processing statistical
and informational algorithms on the document vector space representation.
Figure 2 presents an overview of the system.

The idea is to represent the text in an appropriate vectorial space and ap-
ply numeric processings to it. In order to reduce complexity, a pre-processing
of the document is performed: words are �ltered, lemmatized, and stemmed.
Based on the terms that remain in the text after �ltering, a frequency matrix
γ is built in the following way: Each element γµi of this matrix represents the
number of occurrences of the word i in the sentence µ.
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γ =



γ1
1 γ1

2 . . . γ1
i . . . γ1

NL

γ2
1 γ2

2 . . . γ2
i . . . γ2

NL
...

...
. . .

...
. . .

...
γµ1 γµ2 . . . γµi . . . γµNL
...

...
. . .

...
. . .

...

γNS
1 γNS

2 . . . γNS
i . . . γNS

NL


, γµi ∈ {0, 1, 2, . . .} (5)

Another matrix ξ, called a binary virtual or presence matrix, is de�ned as:

ξµi =

{
1 if γµi 6= 0
0 elsewhere

}
(6)

Each line of these matrices represents a sentence of the text. Matrices γ
and γT are the frequency matrix of the sentences and frequency matrix of
the titles respectively.

The Cortex system can use up to Γ = 11 metrics (Torres-Moreno et al.
(2002)) to evaluate the sentence's relevance.

The system scores each sentence with a decision algorithm which relies on
the normalized metrics. Two averages are calculated, a positive λs > 0.5, and
a negative λs < 0.5 tendency (the case λs = 0.5 is ignored). The following
algorithm combines the vote of each metric:

s∑
α =

Γ∑
v=1

(||λvs|| − 0.5); ||λvs|| > 0.5

s∑
β =

Γ∑
v=1

(0.5− ||λvs||); ||λvs|| < 0.5

Γ is the number of metrics and v is the index of the metrics. The value given
to each sentence s is calculated with:

if(
s∑
α >

s∑
β)

then Scorecortexs = 0.5 +
∑s α/Γ : retain s
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else Scorecortexs = 0.5−
∑s β/Γ: not retain s

The sentences are then ranked according to the obtained values. De-
pending on the desired compression rate, the sorted sentences will be used
to produce the summary. The Cortex system is applied to each document
(Cover Letter) and a summary is generated by concatenating high-scoring
sentences. We generated several abstracts with a variable compression rate
(5, 10, 20,..., 50, 75% of the size of the documents, in sentences) in order to
test the impact of our powerful �lter on the E-Gen system. The entire pro-
cess chain is illustrated in Figure 1. The best compression rates are generally
with 30% (Torres-Moreno et al. (2009)).The results are presented in section
5.3.

5. Experiments

We selected a data subset from Aktor's database composed of 1,917 can-
didates. This subset is called the Mission Corpus. It has a size of 10 MB of
raw texts and contains 1 375,000 words. The Mission Corpus is composed of
a set of 12 job o�ers covering various themes (jobs in accountancy, business,
computer science, etc.) and their candidates. Each Job O�er is associated
with at least 6 candidates identi�ed as relevant. As described in (Kessler
et al. (2008a)), each document is segmented to keep the relevant parts (we
remove the description of the company (D) for the job o�er). Each candidate
answer is tagged as relevant or irrelevant. A relevant value corresponds
to a potential candidate for a speci�c job chosen by the recruiting consultant.
An irrelevant value is associated with an unsuitable candidate for the job
(this is a decision made by the manager of a human resources company).
Our study was conducted on French job o�ers because the French market
represents Aktor's main activity. Table 1 shows a few statistics about the
Mission Corpus.
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Number of Number of

Number job title candidate answers relevant irrelevant

34861 sales engineer 40 14 26

31702 accountant, department suppliers 55 23 32

33633 sales engineer 65 18 47

34865 accountant assistant 67 10 57

34783 accountant assistant 108 9 99

33746 3 chefs 116 60 56

33553 trade commissioner 117 17 100

33725 urban sales consultant 118 43 75

31022 recruitment assistant 221 28 193

31274 accountant assistant junior 224 26 198

34119 sales assistant 257 10 247

31767 accountant assistant junior 437 51 386

Total 1917 323 1594

Table 1: Mission Corpus statistics.

5.1. Example of CL summaries

Figure 3 presents14 an example of an original Cover Letter and Figure 4
its corresponding summary15 generated by the Cortex system with a 30%

14 Pierre ASPRE
26 years old
19 Verdun street 92870 Vannes
06-06-06-06-06.
Subject : collaboration o�er
Vannes, november 27th, 2008
Dear Sir,
The Accountant is a key player not only for the proper functioning of the enterprise, but
also in increasing pro�tability.With his legal knowledge in tax and social issues, he can
make substantial savings: he is a key player for maintaining a cash reserve by ensuring
the payment of customer invoices and knowing how to deal with the late settlement of
invoices.
Therefore I o�er my skills. They allow me to:
- manage with rigueur the accounts of a company.
- ensure legal compliance activities (payroll, tax billing etc.).
- provide advice particularly important in times of assessment, all thanks to my seriousness,
my strength and my analysis. I suggest we meet to discuss all the terms of our future
cooperation.
I look forward to hearing from you.
Best regards.
Pierre ASPRE

15 Pierre ASPRE
Subject : collaboration o�er
The Accountant is a key player not only for the proper functioning of the enterprise, but

14



compression rate (in number of sentences).
All the documents of Mission Corpus were previously made anonymous.

We observe that the original CL contains a number of useless information
for ranking, such as addresses, phone numbers or form of address at the be-
ginning or end of the letter. The last part of the CL is generally as "Yours
faithfully", "Yours sincerely", "Best regards", all of which represent irrele-
vant information. We further observe in Figure 4 that the summary obtained
with Cortex removes all this information.

5.2. Experimental protocol

We measured the similarity between a job o�er and its candidate's re-
sponses. These measures (section 4.1.2) rank the candidate's answers by
computing a similarity between a job o�er and the associated candidate
answers. We use the ROC curves to evaluate the quality of the ranking
obtained. ROC curves (Ferri et al. (2002)) come from the �eld of signal
processing. They are used in medicine to evaluate the validity of diagnostic
tests. In our case, ROC curves show the rate of irrelevant candidate answers
on the X-axis and the rate of relevant candidate answers on the Y-axis. The
Area Under the Curve (AUC) can be interpreted as the e�ectiveness of a
measurement of interest. In the case of candidate answers ranking, a per-
fect ROC curve corresponds to obtaining all relevant candidate answers at
the beginning of the list and all irrelevant ones at the end. This situation
corresponds to AUC=1. The diagonal line corresponds to the performance
of a random system, progress of the rate of relevant candidates being ac-
companied by an equivalent degradation in the rate of irrelevant candidates.
This situation corresponds to AUC=0.5, as explained in (Fawcett (2006)).
An e�ective measurement of interest to order candidate's answers consists in
obtaining the highest AUC value. This is strictly equivalent to minimizing
the sum of the ranks of the relevant candidate's answers. ROC curves are
resistant to imbalance (for example, an imbalance in the number of positive
and negative examples) (Roche and Kodrato� (2006)). For each job o�er,

also in increasing pro�tability.With his legal knowledge in tax and social issues, he can
make substantial savings: he is a key player for maintaining a cash reserve by ensuring the
payment of customer invoices and knowing how to deal with late settlement of invoices.
- ensure legal compliance activities (payroll, tax billing etc.).
- provide advice particularly important in times of assessment, all thanks to my seriousness,
my strength and my analysis.
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Pierre ASPRE
26 ans
19 Avenue Verdun 92870 Vannes
06-06-06-06-06.
Objet : o�re de collaboration.
Vannes, le 27/11/2005
Monsieur,
Le comptable est un acteur essentiel non seulement au bon fonction-
nement de l'entreprise, mais aussi dans l'accroissement de la rentabil-
ité. En e�et, grâce à ces connaissances juridiques en matière �scale
et sociale, il permet de réaliser des économies substantielles: il est
un des acteurs principaux du maintien d'une réserve de trésorerie en
assurant le paiement des factures clients et en sachant jouer sur les
délais de réglement des factures fournisseurs.
C'est pourquoi je vous propose mes compétences. Elles me permet-
tent de :
- gérer de manière rigoureuse les comptes d'une entreprise.
- veiller à la conformité légale des actions (paie, �scalité, factura-
tion....
- prodiguer des conseils particulièrement importants en période de
bilan, le tout gràce à mon sérieux, mon dynamisme et mon analyse.
Je vous propose de nous rencontrer a�n de discuter ensemble des
modalités de notre future collaboration.
Dans cette attente, je vous prie de recevoir l'expression de mes salu-
tations distinguées.
Pierre ASPRE

Figure 3: Example of full Cover Letter.

we evaluated the quality of the ranking obtained by this method. Candidate
answers considered are only those composed of CV and CL.

5.3. Results

In this section, we present the results obtained by combining the Cor-
tex system with the E-Gen ranking application. Cortex was used as an
additional �lter which generates a summary of each document before E-Gen
evaluation. We keep the structure of data for job o�ers as described in
(Kessler et al. (2008a)). A job o�er is composed of a Description (D), a Title
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Pierre ASPRE
Objet: o�re de collaboration.
Monsieur, Le comptable est un acteur essentiel non seulement au bon
fonctionnement de l'entreprise, mais aussi dans l'accroissement de la
rentabilité. En e�et, grâce à ces connaissances juridiques en matière
�scale et sociale, il permet de réaliser des économies substantielles: il
est un des acteurs principaux du maintien d'une réserve de trésorerie
en assurant le paiement des factures clients et en sachant jouer sur
les délais de réglement des factures fournisseurs.
- veiller à la conformité légale des actions (paie, �scalité, facturation.
- prodiguer des conseils particulièrement importants en période de
bilan, le tout grâce à mon sérieux, mon dynamisme et mon analyse.

Figure 4: Summary of Cover Letter (see Figure 3) at a 30% compression rate.

(T), a Mission (M), and a Pro�le (P). For these experiments, we use two com-
binations of a job o�er content, keeping only Title, Mission, Pro�le (TMP)
and all information of a job o�er (DTMP). Results are presented in Tables
2 and 3. Each column presents a part of the application with di�erent sizes
of summaries for each line (75%, 50%, ..., 5%). Full text is a result obtained
with 100 % of the document and was published previously in (Kessler et al.
(2008a, 2009)).

Table 2 presents results obtained for each part of the application sepa-
rately. We observe that AUC of CVs remains below the baseline whatever
the percentage of compression. We notice however a gradual decrease in
AUC scores depending on the percentage of compression. We explain this by
the fact that a CV is already a summary of the most important information
about the candidates and thereby attempting to summarize degrades �nal re-
sults. We apply the same process with cover letters. Performance is still low
overall for CLs in comparison with CVs, however, there is a slight increase
in AUC scores with a compression rate of 30%. We explain these results by
particular information contained in a cover letter such as the form of address
at the beginning or end of the letter (see Figure 4) which are noise for the
ranking system of E-Gen. Results with TMP segmentation (i.e. conserving
only Title, Mission, and Pro�le of job o�er) are of better quality.

Table 3 presents the results obtained by combining both parts of the
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Cortex compression rate CV+DTMP CV+TMP CL+DTMP CL+TMP
100 % (Full text) 0.622 0.648 0.567 0.560

75% 0.565 0.575 0.563 0.556
50% 0.558 0.569 0.553 0.560
40% 0.552 0.565 0.561 0.565
30% 0.549 0.560 0.569 0.571

20% 0.520 0.558 0.564 0.566
10% 0.559 0.559 0.543 0.554
5% 0.550 0.542 0.521 0.523

Table 2: Results of CL or CV according to the compression rate of Cortex and part of job
o�er (with or without Description part).

CV and CL Full CV and
Summaries CL summary

Cortex compression rate DTMP TMP DTMP TMP
100 % (Full text) 0.634 0.642 0.634 0.642

75% 0.521 0.581 0.639 0.641
50% 0.556 0.551 0.643 0.649
40% 0.544 0.568 0.643 0.651
30% 0.570 0.587 0.646 0.653

20% 0.569 0.533 0.641 0.652
10% 0.564 0.534 0.631 0.645
5% 0.546 0.547 0.638 0.649

Table 3: Results for CV and cover letter according to the compression rate.
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Size of Relevance Feedback ISMIS Result
Full CV and CL summary
30% compression rate

Random distribution 0.500 0.500
RF0 0.642 0.653
RF1 0.654 0.658
RF2 0.657 0.659
RF3 0.659 0.661
RF4 0.659 0.659
RF5 0.660 0.662
RF6 0.661 0.663

Table 4: Comparison of AUC score for each size of Relevance Feedback with Cortex

summarization system.

application. Full text values are computed with the whole documents of the
application. The �rst two columns show the results obtained by combining
the summary of the CV and the CL. We observe again a deterioration in the
results when trying to summarize the CV. Even if results are lower, it should
be noted, however, that the best score is again obtained at 30%. The last
two columns present the results with a summarized CL and the full CV. We
observe an overall improvement of the AUC score and the best results with
a compression rate of 30 % of the Cover Letter.

Next step is to combine summaries of the cover letter, which suppresses
noise and enriches the o�er with the relevance feedback process. Table 4
presents the results obtained with di�erent sizes of Relevance Feedback (RF1
corresponds to one application added to the job o�er, RF2 two applications
added to the job o�er, etc.). Each application added with the relevance feed-
back process consists in a full CV and a summary of the cover letter with a
compression rate of 30 %. A random distribution of applications produces an
AUC approximately at 0.5 like explained in (Fawcett (2006)). We compare
ISMIS Result with those obtained using a summary of the cover letter. Each
test is carried out 100 times with a random distribution of relevant appli-
cations for Relevance Feedback. Then we compute an average of AUC scores
obtained (the curve shows the average for each size). In fact, we compute
the Residual Ranking (Billerbeck and Zobel (November 2006)): Documents
that are used for Relevance Feedback are removed from the collection before
ranking with the reformulated query. We assume that the Relevance Feed-
back process would behave as a reinforcement learning (Sutton and Barto
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Figure 5: Results of Relevance Feedback with and without summaries of CL.

(1998)) but it is impossible to experiment RFn with n > 6 with this cor-
pus because the number of relevant candidates is too small for some job
o�ers (see Table 1). We observe a slight improvement in results for almost
any size of Relevance Feedback. We are conscious that the performance gain
is low, however, it con�rms previous results on the Cover Letter. Figure 5
shows this improvement. This �gure con�rms that the addition of just one
relevant candidate (RF1) enables the AUC value to be enhanced (ie. an im-
provement of 0.5 to 1.2%). This Relevance Feedback (i.e. RF1) is not very
time-consuming for the expert.

Figure 6 shows detailed results of one test. For clarity reasons, we present
only 3 of the 12 jobs of our dataset in order to compare results with and
without Cortex (for each job, RFC are AUC scores with Cortex and RF
without Cortex).

For standard system, we observe a positive progress from 1% to 10% for
10 jobs between RF0 and RF1 (e.g. 5 jobs have an improvement between 5%
to 10%). Note that between RF0 and RF6, 6 jobs have a signi�cant positive
progress between 10% and 12%. The combination of the E-Gen and Cortex
systems improve standard system results for 5 jobs from 1% to 5% between
RF0 and RF1. Between RF0 and RF6, the Cortex version improves E-Gen's
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Figure 6: Comparison of detailed results for 3 jobs with and without summaries of CL.
For each job, RFC means AUC scores with Cortex and RF without Cortex

results for 8 jobs from 1% to 5%.
The study of the results shows that job o�er 31702 contains some rele-

vant applications with a bad labelling (CV are labeled CL and CL are only
a hyperlink to a CV). The reduction of information on the main document
of the application leads the system version using summaries to degrade the
AUC scores. Job o�er 34861 shows a good improvement with each size of rele-
vance feedback (RF0:0.65, RF1:0.70, RF6:0.73) and with Cortex (RF0:0.68,
RF1:0.72, RF6:0,79). The detailed study of results shows that job o�er 33746
contains some empty applications labeled relevant. This leads the system
with and without Cortex to degrade �nal results. In the same way, an
application added without CL explains the identical score in RF2 between
RF and RFC for job o�er 31274.

6. Conclusion and Future Work

Job o�er processing is a di�cult and highly subjective task. The retrieval
of relevant information concerning job descriptions and skills is not a trivial
task (Loth et al. (2010)) and results on this type of document have been
quite low (Clech and Zighed (2003)). The information we use in this kind of
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process is not well formated in natural language, but follows a conventional
structure. This paper deals with the Cortex summarizer and the E-Gen
system for processing job o�ers. E-Gen assists an employer in the recruitment
task. This paper focuses on candidate answers to job o�ers. We rank the
candidate answers by using di�erent similarity measures and di�erent docu-
ment representations in a vector space model. We use a process of relevance
feedback to perform reinforcement learning, whereby each new application
added to the process assists in the decision-making. We choose to evaluate
the quality of our approaches by computing Area Under the Curve. Cortex
is a summarization system using an optimal decision algorithm that combines
several metrics. We present the results obtained by combining both systems.
AUC obtained with summarized cover letter at 30 % of compression size and
a full CV shows a slight improvement in the results. As future work, we plan
to apply other techniques, such as �nding discriminant features of irrelevant
applications using the Rocchio algorithm (Rocchio (1971)), weighting the
di�erent parts of an application, etc. in order to improve results. We also
plan to use a categorization of jobs to take into consideration similar jobs,
such as "developer" and "programmer". Finally we propose to measure the
CV quality by building an evaluation on an Internet portal. Our aim with
this evaluation is to present a job-seeker with a list of the most suitable job
ads according to his pro�le.
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