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Introduction

• Problem
• Patterns should have interest for an analyst…

• …but it is hard to get into the analyst’s head!

• Solution 1: don’t care, let the analyst do the work on input/output

• Solution 2: help the analyst ask a more relevant question 
• Declarative pattern mining

• Solution 3: integrate the analyst in the algorithmic loop
• Interactive pattern mining



Declarative pattern mining



Declarative pattern mining ?

• One cause of pattern explosion: expected result is weakly defined
• Most of the time: patterns that are frequent

• Declarativity: allow the user to express simply properties of output

User should not write pattern mining code
• Use of constraints  -> constraint-based pattern mining
• Use of measures -> skypatterns

• Difficulty: algorithmic performance depend on good understanding of 
pattern space characteristics
• Custom definitions must respect properties allowing efficient mining



Constraint-based pattern mining

• Idea: a pattern P is interesting if it satisfies some constraints
• Until now: we have mainly studied the constraint « P is frequent »

• Other constraints exist: « P contains X », « Weight of P is above 20 units »,…

• Study different constraints
• Can they be of practical use?

• Are there algorithms to mine patterns satisfying them efficiently?

• => Led to the discovery of classes of constraints



Anti-monotone constraints

Definition: C anti-monotone: if Q  P, then C(P)  C(Q)

Ex: frequency is an anti-monotone constraint



Monotone constraints

Definition: C monotone: if  P  Q, then C(P)  C(Q)

Ex: suppose that each item is associated with a price.

Then C(P) = sum(P.price) ≥ 500  is monotone



Convertible constraints

Definition: C convertible
• anti-monotone: there exists an order of items such that if C(P), then C(Q) for 

Q a prefix of P

• monotone:  there exists an order of items such that if C(P), then  C(Q) for 
Q a prefix of P

Ex: C(P) = avg(P.value) ≥ v is convertible anti-monotone, and 
avg(P.value) ≤ v is convertible monotone

here the order chosen is the decreasing order of values of items



Loose anti-monotone constraints

Definition: C loose anti-monotone: if C(P), then there exists e P s.t.
C(P \ {e})

Ex: C(P) = var(X.value) ≤ v is loose anti-monotone



More constraints

• All previous constraints led to dedicated mining algorithms

• Perhaps the most evolved approach is Music [Soulet et al, 06]:
• Define a language of primitive constraints + combinations 
• And algorithm to mine queries in that language

• Flexibility limited by:
• Categories of constraints envisioned by algorithms developpers
• Algorithm efficiency 

• How to be more flexible?



Back to the objectives of a declarative approach
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Constraint Programming (CP)

• CP = framework to solve complex combinatorial problems

• The problem is expressed declaratively through variables with 
domains and a set of constraints

• A solver takes the specification and outputs solutions (if any)
• No code to write!
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Conclusion on CP + pattern mining

• New problems can be easily formulated by adding new constraints
• Also studied for mining:

• Sequences 
• Pattern sets

• Several work to:
• Exploit existing solvers [pb: slow]
• Make minimal additions to solvers to be more efficient in pattern mining [Nijssen et 

al., 2010; Maamar et al., 2016; Schaus et al., 2017]

• Problems: 
• Performance (many work on that)
• CP framework not natural for many data owners  -> need a « clean » way to hide it
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Interactive pattern mining



Main idea

• Users often do not know in advance what they are looking for
• -> impossible to write a proper specification => declarative approaches

• But if they see what they want, they can recognize it

• Goal of interactive approaches is to progressively learn “user 
preferences”
• Show patterns to users

• Get feedback

• Learn what the users want to see
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Learn: preference model

• Pattern-based preference model ()
• Model based on the elements constituting the patterns

• Ex: weigthed product model [Bhuiyan et al., 2012 ; Dzyuba et al., 2017]
• Learn weights on items

• Score of pattern = product of weitghts of its items

• Ex: feature space model [Xin et al., 2006 ; Dzyuba et al., 2013]
• Set of features for patterns (ex: attributes, coverage, lenght)

• Weights learned on this features

• Algorithm-based preference model
• For approaches combining multiple algorithms [Boley et al., 2013]

• Learn which algorithm produces the pattern most liked by users (-> weights)
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